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Abstract—Large-scale graphs play a vital role in various applications, but it is limited by the long processing time. Graph sampling is an effective way to reduce the amount of graph data and accelerate the algorithm. However, previous work usually lacks theoretical analysis related to graph algorithm models. In this study, GraphSDH (Graph Sampling with Distribution and Hierarchy), a general large-scale graph sampling framework is established based on the vertex-centric graph model. According to four common sampling techniques, we derive the sampling probability to minimize the variance, and optimize the design according to whether there is a pre-estimation process for the intermediate value. In order to further improve the accuracy of the graph algorithm, we propose a stratified sampling method based on vertex degree and a hierarchical optimization scheme based on sampling position analysis. Extensive experiments on large graphs show that GraphSDH can achieve over 95% accuracy for PageRank by sampling only 10% edges of the original graph, and speed up PageRank by several times than that of the non-sampling case. Compared with random neighbor sampling, GraphSDH can reduce the mean relative error of PageRank by about 17% at a sampling neighbor ratio (sampling fraction) of 20%. Furthermore, GraphSDH can be applied to various graph algorithms, such as Breadth-First Search (BFS), Alternating Least Squares (ALS) and Label Propagation Algorithm (LPA).

I. INTRODUCTION

Graph, as a data structure which can represent the relationship between data, is widely used in many fields such as social network analysis [1], intelligent recommendation system [2], and biological network [3], etc. With the advent of the era of big data, the scale of graphs is also expanding (e.g. a typical social network has billions of vertices and tens of billions of edges). Even for simple graph algorithms, this will lead to expensive calculation, which brings severe challenges to data analysis.

Graph sampling is a technique for picking a subset of vertices and/or edges from the original graph. It can accelerate the processing effectively under the premise of ensuring the algorithm accuracy (e.g. GraphSAGE [12] and FastGCN [13] can improve the processing speed of graph neural network algorithm by 1-2 orders of magnitudes). However, most of the previous work focuses on the design of sampling method of single graph algorithm, which is lack of generality [7], [8], [10], [11]. On the other hand, some work based on experimental research lacks theoretical analysis for different sampling characteristics to ensure accuracy [5], [19]. Therefore, it is necessary to design a unified mapping scheme between graph algorithm and sampling approach.

In this work, we present GraphSDH, a general graph sampling framework, to accelerate different graph algorithms. Our main contributions are as follows:

- **We propose sampling approaches for variance reduction.** According to four common graph sampling techniques, we strictly derive the optimal sampling probability in theory. Our sampling approach can achieve over 95% accuracy for PageRank [11] by sampling only 10% edges of the original graph.
- **We propose a stratified sampling strategy to further improve the algorithm accuracy.** We classify the vertices based on their degrees, and sample their neighbors in different scales. Compared with random neighbor sampling, stratified sampling can improve the accuracy of PageRank by 5% to 8%.
- **We propose a hierarchical sampling optimization scheme.** We apply sampling techniques to the stage of fast updating vertex values or the stage with a fair amount of redundant information. The scheme can increase the updated ratio of vertices in BFS [20] by 20%, and reduce the mean relative error of PageRank to about 1%.
- **We have carried out extensive experiments to prove the effectiveness and generality of GraphSDH.** Experimental results show that compared with random neighbor sampling, GraphSDH can improve the accuracy of PageRank by about 17%, BFS by about 75%, ALS [25] by about 95%, and LPA [26] by about 8%.

The rest of the paper is organized as follows. Section II presents the related work about different sampling methods on graph algorithms. In Section III, a unified graph algorithm model is established and a general graph sampling mapping framework is given based on variance analysis. The experimental process and results analysis are shown in Section IV. Section V concludes the paper.

II. RELATED WORK

The commonly studied graph sampling techniques can be divided into four categories: Vertex Sampling (VS), Edge Sampling (ES), Vertex Sampling with Neighbourhood (VSN) andTraversal Based Sampling (TBS) [4].

- **Vertex Sampling (VS).** It selects vertices from the original graph uniformly [14] or based on different probabilities [6], [9], [13]. Then a subgraph can be created by connecting edges between these sampled vertices.
- **Edge Sampling (ES).** In this method, edges are selected to form a subgraph [11]. However, ES often leads to
sparse connectivity when it only contains the sampled edges and the vertices at both ends of them [5].

• **Vertex Sampling with Neighbourhood (VSN).** This approach takes each vertex as a center and samples their neighbors which have direct connections with them [4]. VSN is more intuitive than other sampling methods because graph algorithms need to aggregate the information of neighbor vertices [12], [15].

• **Traversal Based Sampling (TBS).** TBS is a multi-stage sampling process, which selects a set of initial vertices and edges first, and then expands the set according to the current observation results [16], [17], [18].

In recent years, the research based on the above sampling techniques has been carried out. [7], [8], [10], [11] design sampling strategies for a single graph algorithm or attribute, but they cannot be applied to other graph algorithms and lacks generality. By experimenting with various sampling approaches, [5], [19] find the relatively optimal sampling method to match different graph attributes, but lack of corresponding theoretical guidance. [12], [13] sum up the aggregation model of neighbor information and derived the sampling probability which can minimize the variance, but they can only be used in the graph neural network (GNN). On the basis of them, our work use a more general algorithm model to design a sampling framework called GraphSDH, which further covers the traditional graph algorithm, such as PageRank, BFS, LPA, and ALS.

III. Methodology

In this section, the notations and the vertex-centric graph model are defined first. Based on the model, we derive the theoretical minimum variance under the four sampling algorithms. In order to further reduce the accuracy loss caused by sampling, a novel hierarchical optimization scheme is proposed in Section III. C. Finally, we introduce the workflow of our general sampling framework GraphSDH.

A. Terms and Notations

A graph $G = (V, E)$ consists of its vertices $V$ and edges $E$. Define $E \subseteq \{(u, v) | u \in V, v \in V\}$, where $(u, v)$ is an unordered pair for the undirected graph, or an order pair from $u$ to $v$ for the directed graph. The neighbour of vertex $v$ is denoted as $N(v) = \{u | (u, v) \in E, u \in V\}$. Denote $n = |V|$, and $m = |E|$. For a directed graph, the out-degree of vertex $v$ is defined as $outD(v)$, and the in-degree of $v$ is defined as $inD(v)$. For an undirected graph, $D(v)$ represents the degree of vertex $v$. We denote the sampled graph by $G_s = (V_s, E_s)$, where $V_s \in V$, and $E_s \in E$.

The vertex-centric model is one of the most popular abstractions. It is general enough to express a variety of algorithms whose computation for a vertex is to update its value by aggregating the information of its neighbors. An iterative graph algorithm map easily to the vertex-centric model, and for the $(k+1)th$ iteration, the update of vertex $v$ can be expressed as follows:

$$I_{(k+1)}'(v) = \sum_{u \in V} A(u, v)I_{(k)}(u)f(u, v) \quad \text{(1)}$$

$$I_{(k+1)}(v) = g(I_{(k+1)}'(v)) \quad \text{(2)}$$

where $I_{(k)}(u)$ is the value of vertex $u$ in the $k-th$ iteration, $A$ is the graph adjacency matrix, $A(u, v) = 1$ if $(u, v) \in E$, and 0 otherwise. $f(u, v)$ is a mapping function related to a specific algorithm, for example, for PageRank, $f(u, v) = 1/outD(u)$, while for BFS, if $u$ has the minimum value in $v$’s neighbors, $f(u, v) = 1$, otherwise, $f(u, v) = 0$. $I_{(k+1)}'(v)$ is an intermediate variable, which can obtain the updated value in the $(k+1)th$ iteration through a transformation $g$. Function $g$ may have different mathematical expressions, but it is uniquely determined by the graph algorithm.

B. Variance Reduction

When designing a sampling method, one of the most important aspects is to improve the variance with accurate value. Since the form of function $g$ is unknown, it is difficult to discuss the influence of sampling on (2). Therefore, we aim to analyze how to reduce the variance of (1) under four sampling techniques in detail. For convenience, we only consider one iteration of the graph algorithm and simplify the symbols as: $M(v)$ instead of $I_{(k+1)}'(v)$, and $I(u)$ instead of $I_{(k)}(u)$.

a) **Vertex Sampling with Neighbourhood (VSN):**

We assume that the number of sampling neighbors has been determined and treated it as a constant, which is included in function $g$. Then the result of (1) after VSN can be approximately evaluated as

$$M(v) = \sum_{u \in N_s(v)} \frac{I(u)f(u, v)}{\alpha(u, v)} \quad \text{(3)}$$

where $N_s(v)$ represents the neighbor vertices of $v$ in the sampling set, and $\alpha(u, v)$ is an Aggregation parameter. When the aggregate function cannot be directly represented by the sampling probability, $\alpha(u, v)$ equals to 1, otherwise, its value is the probability of sampling $u$ under the condition of $v$. Since the former case is not directly related to the sampling probability, we use importance sampling to analyze the second case in detail, and (3) can be modified into (4).

$$M(v) = \sum_{u \in N_s(v)} I(u)f(u, v) \frac{dS(u)}{dS_m(u)} \quad \text{(4)}$$

where $S(u)$ is the sampling probability of $u$, and $S_m(u)$ is the probability measure. In VSN, we consider each iteration separately, and each target vertex can be regarded as independent, that is, the variance of graph $G$ can be calculated as the sum of the variance of all vertices. Therefore, we only need to analyze the variance of one vertex. In order to facilitate the analysis, the expectation and the variance of (4) are transformed into integral form, as Chen did in FastGCN [13]. Conditioned on $v$, we can derive that

$$E(M(v)) = \int I(u)f(u, v)dS(u) = E \quad \text{(5)}$$
\[\text{Var}(M(v)) = \frac{\int I(u)^2 f(u,v)^2 dS(u)^2}{dS_m(u)} - E^2 \tag{6}\]

It is notable that the optimal \(dS_m(u)\) must be proportional to \(|I(u)f(u,v)|dS(u)|\), and meet the condition that it integrate to unity. Therefore, we can get:

\[dS_m(u) = \frac{|I(u)f(u,v)|dS(u) \int I(u)f(u,v)dS(u)} \tag{7}\]

For the target vertex \(v\), the sampling probability of its neighbor \(u\) is:

\[
\frac{dS(u)}{dS_m(u)} = \frac{\sum_{u' \in N(v)} |I(u')f(u',v)|}{\sum_{u' \in N(v)} |I(u')f(u',v)|} \tag{8}\]

The disadvantage of defining \(dS_m(u)\) directly according to (8) is that it contains \(I(u)\), which is constantly changing in the iterative process and has high computational complexity. Therefore, \(I(u)\) can be estimated by appropriate pre-processing. If the algorithm does not have prior knowledge, i.e., it does not include pre-processing steps, then (8) will be simplified. The detailed optimization schemes of four sampling techniques are shown in Section III. D.

b) Vertex Sampling (VS):

The difference between VS and VSN is that the adjacency matrix \(A\) needs to be involved. The result of vertex \(v\) after VS is shown in (9).

\[M(v) = \sum_{u \in V_s} A(u,v)I(u)f(u,v) \frac{dS(u)}{dS_m(u)} \tag{9}\]

Based on the variance analysis of sampled graph, similar to the process in VSN, we weigh the accuracy and cost which is inspired by Chen et al. [13], and finally define \(dS(u)/dS_m(u)\):

\[
\frac{dS(u)}{dS_m(u)} = \frac{||A(\cdot; u)||^2||f(\cdot; u)||^2}{\sum_{u' \in V} ||A(\cdot; u')||^2||f(\cdot; u')||^2} \tag{10}\]

c) Edge Sampling (ES):

The intermediate result \(M(v)\) based on ES is

\[M(v) = \sum_{e=(u,v) \in E_s} \frac{I(u)f(u,v)}{S_e} \tag{11}\]

where \(S_e\) is the probability of sampling \((u,v)\). Then we derive the variance aiming at an undirected graph (for a directed graph, only simple transformation needs to be made), and \(R_e = I(u)f(u,v) + I(v)f(v,u)\).

\[\text{Var}(G_{sm}) = \sum_e \frac{R_e^2}{S_e} - (\sum_e R_e)^2 \tag{12}\]

To minimize the variance, we get \(S_e\) by Cauchy-Schwarz inequality.

\[S_e = \frac{|R_e|}{\sum_{e' \in E} |R_{e'}|} \tag{13}\]

d) Traversal Based Sampling (TBS):

In TBS, we assume that only one subgraph is sampled before the algorithm starts, that is, the sampled subgraph is used for calculation in each subsequent iteration. In this paper, we mainly consider two sampling approaches in TBS, including vertex-based subgraph sampling and edge-based subgraph sampling. The details are shown in Algorithm 1.

**Algorithm 1 Traversal Based Sampling in GraphSDH.**

**Input:** Graph \(G = (V,E)\); Number of sampled vertices \(|V_s|\); Number of sampled edges \(|E_s|\); Probability of sampling vertices \(P_v\); Probability of sampling edges \(P_e\);

**Output:** Sampled subgraph \(G_s\);

1: function VERTEX(\(V_s\), \(P_v\))
2: \(V_s \leftarrow \) Sampling vertices according to \(|V_s|\) and \(P_v\)
3: \(E_s \leftarrow \{(u,v) | (u,v) \in E, u \in V_s, v \in V_s\}\)
4: \(G_s \leftarrow (V_s, E_s)\)
5: end function

6: function EDGE(\(E_s\), \(P_e\))
7: \(E_s \leftarrow \) Sampling edges according to \(|E_s|\) and \(P_e\)
8: \(V_s \leftarrow \) Set of vertices that are end-points of \(E_s\)
9: \(G_s \leftarrow (V_s, E_s)\)
10: end function

C. Hierarchical Optimization Scheme

In order to further improve the accuracy of the above sampling approaches, we explore the impact of the sampling position. On this basis, we propose a hierarchical optimization scheme. For an iterative algorithm, the sampling strategy is more suitable for two situations. One is the stage of quickly updating the vertex value, that is, when the difference between the vertex values in the two successive iterations is greater than a threshold, the sampling technique is applied. Otherwise, the original graph is used for calculation instead of a sampled graph. The other is the stage with too much redundant information, that is, some edges and vertices are independent of the graph algorithm. The latter situation is easy to understand intuitively, so we mainly analyze the former one.

In order to prove the effectiveness of the above strategy in theory, we take VSN as an example, and sample the neighbor vertices randomly. The preset sampling ratio is set to \(1/n\), then for vertex \(v\), the number of neighbors after sampling is \(t = \left\lceil \frac{|N(v)|}{n} \right\rceil\). The total original value of graph \(G\) in the \((k+1)th\) iteration is:

\[G^{(k+1)} = \sum_{v \in V} g(\sum_{u \in N(v)} I_k(u)f(u,v)) \tag{14}\]

and the total value after sampling is:

\[G^{(k+1)}_s = \sum_{v \in V} g\left(\frac{|N(v)|}{t} \sum_{u \in N(v)} I_k(u)f(u,v)\right) \tag{15}\]

The difference between the original value and the sampled value is shown in (16). It is limited to a certain range according to the specific algorithm and data distribution, and the maximum value is expressed as max(DIF). \(\text{DIF}^{(k+1)}_s = |G^{(k+1)} - G^{(k+1)}_s| \in [0, \text{max}(\text{DIF})] \tag{16}\)
The difference of vertex values between the \( k \)th iteration and the \((k + 1)\)th iteration is:

\[
DIF^{(k,k+1)} = |G^{(k+1)} - G^{(k)}|
\]  

(17)

When \( \max(DIF_s) \ll DIF^{(k,k+1)} \), the sampling process has little effect on the accuracy of the graph algorithm. On the contrary, sampling may cause the trend of changing vertex values to be opposite to that of the algorithm. In practical application, this strategy can be formulated to stop using the sampling approach when the relative error in the two iterations is no longer reduced. It does not increase the computational complexity, because it is consistent with the convergence condition of the iterative algorithm.

**D. The workflow of GraphSDH**

Based on the above analysis of variance and sampling position, we propose GraphSDH, whose workflow is shown in Fig. 1. The steps of GraphSDH for accelerating large-scale graph algorithms are as follows:

a. **Selection of sampling technique.** According to the graph algorithm and its metric, select an appropriate sampling approach.

b. **Generation of sampled graph.** Get the sampled graph according to its corresponding sampling probability or optimization strategy. Due to TBS is based on the sampling probability of VS and ES (see algorithm 1 for details), we only need to consider the other three sampling approaches except for TBS. According to whether data pre-processing is carried out, which is about estimating the vertex value \( I \) in the previous iteration, the situation can be divided into the following two types:

i. The above pre-processing is implemented based on the prior information of graph algorithm. Then the approximate value of \( I(u)f(u,v) \) can be obtained, and the sampling probability \( P_s \) of VSN, \( P_e \) of VS, \( P_e \) of ES can be calculated according to (8) (11) (15) respectively.

ii. The above pre-processing is not implemented, due to the lack of prior information or the pre-processing is time-consuming. As a reasonable simplification, the sampling probability of ES is modified to \( P_e \propto \frac{f(u,v)}{M(u,v)} + \frac{I(v,u)}{D(T)} \). When the \( f \) of the graph algorithm is also uncertain, it can be omitted to further simplify the calculation of sampling probability in VS and ES. For VSN, the importance sampling based on the simplified probability of neighbor vertices often leads to the inaccuracy of the algorithm, so it can be transformed into the stratified sampling. Considering a directed graph, according to the law of large numbers, the vertex with a large in-degree is more suitable for VSN. On the other hand, when a vertex transmits information, it is related to the proportion of its in-degree and out-degree \( r_d \). That is, the larger the \( r_d \) of a vertex, the more important the information it transmits to its neighbors. Therefore, we consider both in-degree and \( r_d \) in the stratified sampling. The specific experimental results and analysis are shown in Section IV. B.

c. **Application of hierarchical optimization scheme.**

Adopt the hierarchical optimization scheme to further improve the accuracy of a graph algorithm. It is determined in advance which stage in the iterative process is suitable for sampling, that is, considering the update speed of vertex values or the amount of redundant information. Finally, use the sampled graph at the appropriate stage, otherwise, use the original graph for calculation.

**IV. EXPERIMENTAL RESULTS**

In this section, we present experimental results to evaluate the validity of our theoretical results in Section III when applying our sampling framework GraphSDH.

**A. Experimental Setup**

Experiments are performed on a 64-bit Ubuntu 16.04.4 server, with 64 GB of RAM Memory and a 3.60GHz Intel(R) Core(TM) i7-9700K CPU. The implementations of different
graph algorithms are created using GraphChi, which is a disk-based single-machine system following the vertex-centric programming model. We conduct our evaluation using real-world datasets obtained from the Stanford Large Network Dataset Collection [21]. The statistics of the datasets are shown in Table I. In addition, we use the MovieLens dataset [23] to evaluate ALS algorithm, which contains 943 users and 1682 movies.

### Table I

**Large Graph Datasets Used in Experimentation**

<table>
<thead>
<tr>
<th>Graph</th>
<th>Type</th>
<th>#Vertices</th>
<th>#Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>soc-LiveJournal1</td>
<td>Directed</td>
<td>4,547,571</td>
<td>68,993,773</td>
</tr>
<tr>
<td>amazon0302</td>
<td>Directed</td>
<td>262,111</td>
<td>1,234,877</td>
</tr>
<tr>
<td>soc-Pokec</td>
<td>Directed</td>
<td>1,632,803</td>
<td>30,622,564</td>
</tr>
<tr>
<td>web-Google</td>
<td>Directed</td>
<td>875,713</td>
<td>51,105,039</td>
</tr>
<tr>
<td>web-BerkStan</td>
<td>Directed</td>
<td>685,230</td>
<td>7,600,595</td>
</tr>
<tr>
<td>amazon0601</td>
<td>Directed</td>
<td>403,394</td>
<td>3,837,388</td>
</tr>
<tr>
<td>com-Amazon</td>
<td>Undirected</td>
<td>344,863</td>
<td>925,872</td>
</tr>
<tr>
<td>ego-Facebook</td>
<td>Undirected</td>
<td>4,039</td>
<td>88,234</td>
</tr>
</tbody>
</table>

### B. A Case Study of PageRank for Sampling Approaches

We first consider the case that we can rely on the prior information of the graph algorithm to sample. Take PageRank as an example, and perform TBS based on vertex sampling distribution in (11). PageRank is a popular algorithm, which is often used to measure the importance of vertices in a graph. The PageRank value \( PR(v) \) of vertex \( v \) is defined as:

\[
PR(v) = \alpha \sum_{u \in N(v)} \frac{PR(u)}{outD(u)} + \frac{1 - \alpha}{|V|} \tag{18}
\]

\( \alpha \) is the damping factor, which is usually taken as 0.85. Therefore, the vertex sampling probability in (11) is transformed into \( P(u) \propto \frac{inD(u)}{outD(u)} \). Here, we use Mean Average Precision (MAP) as the metric for TBS [22], and regard the first 1000 vertices as important ones. The MAP results at different sampling scales for amazon0601 dataset is shown in Fig. 2. Observe that MAP has reached more than 95% even at 10% sampling ratio (sampling 10% edges of the original graph), which shows the effectiveness of this sampling method.

![Fig. 2. The MAP results based on TBS at different sampling fractions for amazon0601 dataset.](image)

Next, we evaluate the influence of the simplified VSN, that is, stratified sampling, on the accuracy of PageRank. We define the metric of algorithm accuracy as the mean relative error (MRE) between the sampled graph and the original graph, as shown in (19).

\[
MRE(G) = \frac{1}{|V|} \sum_{u \in V} \left| \frac{I_s(u) - I(u)}{I(u)} \right| \tag{19}
\]

where \( I_s(u) \) is the value of vertex \( u \) calculated after sampling, and \( I(u) \) is the value of \( u \) calculated without sampling. In the experiment of PageRank, the number of iterations is set to 10. First, running the algorithm without sampling, and the vertex value in each iteration is calculated. In order to reduce the influence of randomness, the MRE value is obtained by average more than 100 different runs in each experiment.

![Fig. 3. The PageRank accuracy of different sampling approaches for soc-LiveJournal1 dataset (under the sampling fraction of 30%).](image)

![Fig. 4. The influence of different sampling positions on the algorithm accuracy under the sampling fraction of 30%. (The datasets used by PageRank is amazon0302, and BFS is com-Amazon.)](image)

### C. Results of the Hierarchical Optimization Scheme

In this subsection, in order to verify the effectiveness of a hierarchical optimization scheme, we evaluate the influence of sampling position on the accuracy of graph algorithms. We take PageRank and BFS as examples to illustrate two suitable sampling situations in Section III. C.

For PageRank algorithm, we set the number of iterations to 20. 10 iterations use the sampled graph, and the remaining...
10 use the original graph. We carry out experiments under three sampling positions, respectively, sampling for the first 10 iterations (RFS), sampling for the 11th-20th iterations (RMS) and sampling for the last 10 iterations (RTS). The experimental results are shown in Fig. 4 (a), from which we can find that RFS is the best one. As can be seen from Fig. 3 (a), PageRank updates the vertex value quickly at the beginning, and the speed gradually slows down. Therefore, it is more suitable for sampling in the previous iterations. In addition, when converting the sampled graph to the original graph, the convergence speed is obviously faster, and the error is rapidly reduced. The reason we analyze is that the sampling process gives each vertex a good initial value. Once the sampling is not carried out, it will quickly converge to the accurate value.

For BFS algorithm, we also set the number of iterations to 20, and do 20 experiments. Each experiment only samples in one iteration, and select the first to the 20th iterations in turn. We define the metric as the proportion of updated vertex numbers between the sampled graph and the original graph in an iteration. The accuracy becomes higher with the increase of $P_v$. The redundant information $RI$ is defined as the ratio of the updated vertex numbers to the number of edges used in the original graph. For com-Amazon dataset, when the sampling fraction is 30%, the corresponding relationship between $P_v$ and $RI$ is shown in Fig. 4 (b). It can be found that the relationship between them is approximately positive, that is, the larger $RI$ is, the larger $P_v$ is. It shows that the application of sampling techniques to the iterative process with more redundant information can effectively improve the accuracy of the graph algorithm.

### D. Generality Evaluation

We use four graph algorithms to evaluate the impact of different sampling approaches on the accuracy. As shown in Fig. 5, the combination of stratified sampling and hierarchical optimization strategy (SS+P) can significantly improve the accuracy of graph algorithms, especially in the case of small sampling proportion. Specifically, compared with random sampling (RS), SS+P can reduce the MRE of PageRank by about 17% (sampling ratio of 20%), and ALS by about 95% (sampling ratio of 10%). SS+P can increase the correctly updated values ratio of BFS by about 75% (sampling ratio of 60%), and the normalized modularity value [24] of LPA by about 8% (sampling ratio of 10%).

The results of using various sampling approaches in PageRank are shown in Table II. The second column in the Table II is the calculation time of the original graph. The total time of each sampling method includes the pre-processing time to obtain the sampled graph (considering that each sampling can be executed in parallel, we only count the time of sampling once) and the algorithm runtime. Compared with the three sampling approaches, random sampling (RS) cannot guarantee the accuracy of the algorithm after reducing the calculation time. The accuracy of stratified sampling (SS) is better than random sampling, and the MRE of SS is about 5% in different datasets. In the case of stratified sampling combined with the hierarchical optimization scheme (SS+P), the sampling fraction can continue to decline, which results in similar or less calculation time than the other two methods. The MRE of SS+P can be reduced to less than 2% in different datasets.

### V. Conclusion

In summary, this article introduces a general large-scale graph sampling framework: GraphSDH. By analyzing the variance of four common graph sampling techniques, we propose different sampling approaches. In order to further simplify the calculation and improve the accuracy of graph algorithms, we propose stratified sampling and hierarchical optimization scheme. Extensive experiments show that compared with the non-sampling case, GraphSDH can speed up PageRank by more than two times when the MRE of PageRank is less than 2%. In addition, GraphSDH can effectively improve the sampling accuracy of various graph algorithms, such as BFS, ALS and LPA. In our future work, we will build GraphSDH in a distributed system.
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