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Abstract—In the era of “big data”, graph has been proven to be one of the most important reflections of real-world problems. To refine the core properties of large-scale graphs, dense pattern mining plays a significant role. Because of the complexity of pattern mining problems, conventional implementations often lack scalability, consuming much time and memory space. Previous work (e.g., ASAP [1]) proposed approximate pattern mining as an efficient way to extract structural information from graphs. It demonstrates dramatic performance improvement by up to two orders of magnitude. However, we observe three main flaws of ASAP in cases of dense patterns, thus we propose LessMine, which reduces the sample space and data access for dense pattern mining. We introduce the reorganization of data structure, the method of concurrent sample, and uniform close. We also provide locality-aware partition for distributed settings. The evaluation shows that our design achieves up to 1829× speedup with 66% less error rate compared with ASAP.

Index Terms—graph pattern mining, dense pattern mining

I. INTRODUCTION

In modern society, graph is a widely used data structure for its intuitive and flexible reflection of real-world problems. Graph pattern mining is a heated field of graph data processing. Several algorithms and systems are proposed, such as Arabesque [2], RStream [3], AutoMine [4], etc [5]–[7]. They reveal the features of large-scale graphs by counting the number of certain patterns (e.g., triangles, four cliques, etc.) in them. Pattern mining has many important applications, such as drug finding [8], financial risk management [9], and accounting fraud detection [10]. Dense patterns often play more important roles because they often reflect core and cohesive relationships in many graph applications. For example, in the field of modern biology, dense patterns in protein association network suggest functionally associated proteins [11], [12]. In social networks, small, densely connected groups often represent highly specific co-interests [13], [14].

However, with the growing scale of graph data, many graph pattern mining algorithms fail to handle the problem within tolerable time and memory consumption. For example, a state of the art system called Arabesque [2] spends over 10 hours to count motifs in a 1-billion-edge graph. Luckily, it is often unnecessary to output the exact number of patterns in many real-world applications. As a result, approximate pattern mining algorithm was proposed recently and has become a wise solution to the contradiction between complexity and scalability.

ASAP proves to be the most typical and successful approximate pattern mining algorithm for our knowledge. It outperforms Arabesque with up to 77 × speedup under 5% loss of accuracy. It will have more astonishing performance if the user is able to afford larger errors (e.g., 10%). For certain tasks, ASAP even demonstrates 258× improvements and is able to analyze extremely large graphs with billions of edges. However, we still observe three main defects of ASAP, which are discussed in III.

In this work, we follow the idea of approximate pattern mining and make four main contributions:

- **We orient, sort, and index the edge stream to provide fast neighbor searching with less memory consumption.** We sort the raw edge stream and store the neighboring information of each node with a dictionary. It provides higher data locality and faster neighbor searching. Meanwhile, the dictionary only uses smaller nodes to find larger ones in terms of the index value, so compared with the standard adjacency table, we consume half of the memory with no performance compromise.

- **We propose concurrent sample to narrow the sample space.** By fixing all the nodes of the embedding concurrently, we not only simplify the proposal phase but also abstract the problem to a smaller sample space, reducing the number of estimators needed by two orders of magnitude in the task of 4-clique mining.

- **We propose uniform close to speed up the closing stage.** In addition to concurrent sample, we replace conditional close with uniform close which doesn’t rely on the order of the edge stream. Meanwhile, it scales down the search space of edges to a subset of conditional close.

- **We propose locality-aware partition to apply to distributed settings without bringing additional accuracy loss.** With the observation of the unbalanced degree of graphs, we design a locality-aware partition that separates the heavy nodes with light ones. Compared with random partition, it avoids edge cutting and data exchange among partitions.

II. BACKGROUND AND RELATED WORK

The pattern that has at least one node connected to all other nodes is called a dense pattern (denote by DP). Some examples of dense pattern are shown in Fig. 10. Dense pattern mining tasks include triangle counting, clique mining, etc. Conventional pattern mining algorithms often suffer from massive intermediate memory consumption and poor timing performance due to the complexity of the problem. ASAP proposes the method of approximate pattern mining based on edge sampling and embedding closing. ASAP organizes undirected edges into a stream and uses the subroutine called “estimator” to calculate the number of pattern G. The workflow of every estimator can be roughly divided into two stages: the proposal stage and the closing stage.
In the proposal stage, ASAP first randomly samples an edge $e_0 = [n_0, n_1]$ from edge stream to form the initial embedding containing two nodes and one edge. The edge stream that appears before $e_0$ is ignored in the following process of this estimator to ensure a bijection between embeddings and the pattern. To mine a pattern with $k$ nodes, ASAP then execute $k-2$ times of conditional samples. In each conditional sample, it searches the remaining edge stream to find all the adjacent edges of current embedding and randomly samples one to add one new edge $e_i$ and one new node $n_{i+1}$ to the embedding. After each conditional sample, it deletes the edge stream before $e_i$. The proposal stage ends with an embedding conditional close, which tries to complete the pattern by adding edges to the embedding from the remaining edge stream. If succeeded, $X_i = 1/P_i$; otherwise, it enters the closing stage. ASAP executes conditional close, which tries to complete the pattern by adding edges to the embedding from the remaining edge stream. If succeeded, $X_i = 1/P_i$; otherwise, $X_i = 0$. Let $p^*$ be the pattern that the embedding maps to, and $p^*(G)$ be the set of the given pattern in the graph, ASAP proves that

$$E[X_i] = \sum_{p^* \in p^*(G)} P_i \cdot \frac{1}{P_i} = G \quad (1)$$

We also illustrate the proof of (1) by showing an equivalent cube-picking experiment in Section III.B.

### III. Motivation

Though ASAP demonstrates outstanding performance, we reveal three main flaws of ASAP which may lead to performance loss in this section.

#### A. Data Structure

ASAP stores all the edges following the order of the raw edge stream. It causes two main problems. First, it has to iterate through all the remaining edge stream in every estimator to determine the candidate edges of the conditional sample step and the search space of the conditional close step, which poses massive overhead. Second, the adjacent nodes are stored separately so that it lacks data locality, making the edge access and partition more time-consuming.

#### B. Sample Space Abstraction

We manage to transfer the process of approximate graph pattern mining into an equivalent “cube-picking experiment” so that one can get a more straightforward and intuitive understanding of the problem. In the experiment, you have a black box containing different sizes of red and white cubes like the right upper one in Fig. 2. The volume of the box is 1. The probability $P_i$ of picking up one specific cube is fixed, and equals to its size. Let $G$ be the number of red cubes in the box. To estimate $G$, you explore the black box by randomly picking one cube at a time with replacement; if it is red, let $X_i = 1/P_i$; if it is white, let $X_i = 0$. If the cubes share the same size, $E[X_i]$ means the number of all cubes $N = 1/P_i$ times the proportion of red ones, which equals to $G$. In fact, using the same idea as in (1), the result $E[X_i] = G$ still holds if the cubes have different sizes. Here, cubes represent proposed embeddings, and red color means successful conditional close. Naturally, we desire fewer cubes because we can only pick one cube at a time to explore the box. Since the number of red cubes (the pattern) is fixed, the real trick lies in how to define fewer white ones.

However, ASAP proposes unnecessary white cubes. For ASAP, the search space of the closing stage doesn’t include the edges before the last sample. As is shown in Fig. 2, if we execute 4-clique mining on the graph of Fig 1 and sample the edge 0,1 for the first edge, ASAP can give 20 different proposals. However, 12 of them can’t form 4-cliques (black cross mark), 7 of them find the pattern but not in the acceptable order of ASAP’s closing phase, only 1 of them successfully finds the 4-clique (red check mark). The evaluation in V.A also shows that over 98% estimators of ASAP return the value 0.

#### C. Lack of Graph Feature Analysis

Let $\epsilon$ be the estimator needed to get an $\epsilon$-approximation to the count of $k$-clique, with probability at least $1 - \delta$. According to ASAP’s theoretical error-latency profile

$$r \geq \frac{1}{P_{\text{min}}} \frac{3 \ln \left( \frac{f}{\delta} \right)}{G \epsilon^2} \quad (2)$$

$$= m(k - 1)! \cdot \Delta^{k-2} \cdot \frac{3 \ln \left( \frac{f}{\delta} \right)}{G \epsilon^2} \quad (3)$$

$P_{\text{min}}$ is the smallest non-zero value that estimators can possibly return, $m$ is the number of edges of the graph, $G$ is the exact number of $k$-clique in the graph, and $\Delta$ is the maximum degree of the graph. Note that most graphs in real world follow the Power-Law [15], which means that they’re often unbalanced in terms of degree distribution. For example, a graph with the average degree of 32.4 can have a maximum degree of 1469 [16]. However, ASAP takes no effort in scaling down $\Delta$, resulting in unnecessarily large $r$. The influence of $\Delta$ can also be intuitively observed using the cube analogy mentioned before. The $k$-clique requires one sample
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Fig. 3. Graph Feature Analysis. Embeddings with heavy node(s) are like small cubes in the box. Locality-aware partition separates the heaviest node with light ones.

and \( k-2 \) times of conditional sample, according to conditional probability and (2)(3), the minimum probability of proposing a specific embedding would be \( P_{\text{min}} = \frac{1}{m(k-1)\Delta x^{-2}} \). As the size of the cube equals \( P \), \( \frac{1}{m\Delta x^{-2}} \) defines how small the smallest cube can be. It is obvious that we do not like tiny cubes in the box. Because when we explore the box by sampling, tiny cubes are unlikely to be sampled, thus stay unknown. However, little space of tiny cubes can influence the number of red cubes greatly. This also leads to the idea that we should scale down \( \Delta \) or \( m \) to get a better estimation.

IV. LESSMINE ALGORITHM

In this section, we'll introduce LessMine and explain how it works on the task of k-clique mining. Later we’ll extend it to other dense patterns in VI.

A. LessMine Overview

The workflow of LessMine is shown in Fig. 4. It first reorganizes the data of the graph as the input of the following steps. Then it may perform locality-aware partition or not based on user’s settings. If the partition is done, the pattern numbers of different parts of the graph are counted respectively and added together as described in V.E. If the partition is not required, LessMine uses multiple parallel estimators (3 in Fig.4) to count the number of the given pattern on reorganized data. Each estimator uses sample, concurrent sample and uniform close to give \( X_i \). Estimators may execute an early return without doing uniform close like the second estimator in Fig. 4. LessMine outputs the average value of \( X_i \) as the number of the pattern in the graph.

B. Reorganize Data Structure

To lessen the access of the whole edge stream and eliminate non-injective mapping from embeddings to patterns, we reorganize the data structure. For an undirected graph with \( m \) edges, consider its raw edge stream as a \( 2 \times m \) matrix, each column represents an edge, and each element represents a node index. The node index is randomly assigned, so the raw matrix is often unordered. By doing compare and switch iterations through columns and rows, we make sure that for every edge \( e_i \), node \( e_i[0] < e_i[1] \) and that the edge stream is sorted in ascending order. Then we make it into a dictionary that uses \( e_i[0] \) as keys (Fig. 1). Compared with the raw matrix, it has better data locality and provides faster indexing.

By doing so, the neighboring information of an undirected graph is stored in a directed manner, so it only takes half of the space compared to the standard adjacency table. It also scales down the maximum out-degree of nodes, which lessens the estimator needed according to (3)(5). The example in Fig. 2 also shows how it helps to scale down the sample space of ASAP.

Note that we want to construct a bijection between embeddings and patterns. ASAP relies on the order of the raw edge stream to eliminate non-injective mapping, so it has to iterate through the remaining stream repetitively. The directed data manner of ours ensures that each embedding “grows” only from smaller index nodes to larger ones, thus natively an injective function from embeddings to patterns.

C. Concurrent Sample

As introduced in III.B, ASAP proposes embeddings in a large sample space, which is not effective for dense patterns, so we introduce the method of concurrent sample. We will first introduce the method and then proves the correctness of the algorithm. Finally, in V.A, we will compare LessMine with ASAP to show the efficiency improvement of it.

Concurrent sample works as the replacement of \( k-2 \) times of conditional samples of ASAP. If we’re counting the number of k-cliques in the graph using LessMine, in every estimator, it first uniformly samples an edge \( e = [e[0], e[1]] \) from \( m \)-edge graph, just like ASAP. Because of the data reorganization, we know that node \( e[0] < e[1] \). Then, it goes into the process of concurrent sample. It proposes \( C \) candidate nodes \( \{n_0, n_1, ..., n_{C-1}\} \) that share the key \( e[0] \) and have greater index value than \( e[1] \). After that, it compares \( C + 2 \) with threshold value \( k \): if \( C + 2 < k \), this suggests that there are not enough nodes to form the pattern for this estimator, so it early returns with value 0; if \( C + 2 \geq k \), it randomly chooses \( k - 2 \) nodes from \( [n_0, n_1, ..., n_{C-1}] \). Together with \( e[0], e[1] \), it fixes all of the \( k \) nodes and enters the closing stage with the reciprocal probability \( 1/P_i = m \times \binom{C-2}{k-2} \). Compared with \( k-2 \) times of conditional sample for k-clique, concurrent sample only needs to be executed 1 time every estimator. It also helps to scale down the sample space of the proposal stage as shown in Fig. 2.

Now we’re going to prove that concurrent sample establishes a bijection between the embedding and k-clique. We name the node that connects to all the other nodes in the pattern a densely connected node (denote by DCN). For dense patterns, if the smallest node is a DCN, then it is the first kind of dense pattern (denote by DP1); otherwise, it is the second kind of dense pattern (denote by DP2). Examples of DP are shown in Fig. 10. Equation (4) shows the adjacency matrix of DP1.

For any DP1 (e.g. clique) in the graph, we sort its nodes in ascending order: \( \{n_0, n_1, ..., n_{k-1}\} \). According to the definition, \( n_0 \) is connected to \( n_1, n_2, n_3, ..., n_{k-1} \), so the embedding can always be proposed by first sampling \( [n_0, n_1] \) and then concurrent sampling \( \{n_2, n_3, ..., n_{k-1}\} \) from adjacent nodes of \( n_0 \). The process is also exclusive because the nodes fixed by concurrent sample are larger than those fixed by the first sampled edge. So the mapping between the embedding and DP1, k-clique included, is bijective.
It is also interesting to point out that if we also reorganize data for ASAP, concurrent sample automatically meets the sample order constraint of ASAP’s conditional close, but it doesn’t require accessing the whole edge stream every time to get the order information. Meanwhile, it eliminates many missed embeddings and fully preserves the hit ones, as is shown in Fig. 2.

D. Uniform Close

ASAP uses conditional close to examine whether an embedding from the proposal stage maps to the pattern we are looking for, which needs to iterate through the remaining edge stream with the worst complexity of \( O(m) \). The iteration is essential for ASAP, because it needs the proposal and closing stages to work together to guarantee the injective mapping from the pattern set to the embedding set, otherwise there will be more than one embedding mapping to the same pattern.

As is proven in the last section, LessMine uses concurrent sample, which already guarantees the bijection between the embedding set and the pattern set. So we introduce uniform close to speed up the process.

For a k-clique whose nodes \( \{n_0, n_1, \ldots, n_{k-1}\} \) are fixed in proposal stage, assume the index \( n_0 < n_1 < \cdots < n_{k-1} \), we know from the proposal stage that \( n_0 \) is adjacent to \( n_1, n_2, \ldots, n_{k-1} \), so we only need to check the connectivity between other nodes to give the adjacency matrix of the embedding:

\[
\{a(n_i, n_j)\} = \begin{bmatrix}
0 & 1 & \cdots & 1 \\
0 & a(n_1, n_2) & \cdots & a(n_1, n_{k-1}) \\
\vdots & \vdots & \ddots & \vdots \\
0 & a(n_2, n_{k-1}) & \cdots & 0
\end{bmatrix}
\]  

(4)

Using the reorganized data, \( a(n_i, n_j) \) means whether we can find \( n_j \) using the key \( n_i \), whose worst complexity is \( O(k\log(\Delta)) \). If the bool value above the diagonal are all 1, the estimator returns the reciprocal for the probability \( 1/P \) given by concurrent sample; otherwise, it returns 0.

We should also point out that a concurrent sample guarantees that uniform close automatically meets the requirement of conditional close. Because in reorganized data structure, for any \( i, j > 0 \), edge \( [n_i, n_j] \) appears after \( [n_0, n_j] \). So all the edges in the search space of the uniform close appear after the last sampled edge in proposal stage. This suggests that the search space of uniform close is a subset of that of conditional close, so it is usually faster.

E. Locality-aware Partition

In this section, we start by analyzing how graph features influence the number of estimators. Then we’ll propose a locality-aware partition in replacement of random partition in distributed settings and explain why it helps to scale down the number of estimators with no accuracy loss.

ASAP and LessMine both construct a bijection between the embedding set and the pattern set. The error profile is the number of estimators with no accuracy loss. ASAP and LessMine both construct a bijection between the embedding set and the pattern set. The error profile is the number of estimators with no accuracy loss.


\[
P_{\text{min}} = \frac{\Delta!}{(k-2)!(\Delta - k + 2)!} \cdot \frac{3 \ln \left( \frac{2}{\Delta} \right)}{G^2} \approx \frac{m \cdot \Delta^{k-2}}{(k-2)!} \cdot \frac{3 \ln \left( \frac{2}{\Delta} \right)}{G^2} \tag{5}
\]

\( \Delta \) here is the maximum out-degree of the equivalent directed graph because LessMine uses the reordered data structure.

Conventional random partition cuts the edges between different parts, leading to inevitable accuracy loss. Or it may require frequent data transactions between parts to avoid the cut. Besides, it also pays no attention to scaling down the influence of \( \Delta \). Our idea is to separate the parts without damaging the accuracy. Meanwhile, we try to decrease the influence of \( \Delta \).

The locality-aware partition first finds the node \( n_p \) that has the greatest out-degree \( \Delta \). We change the index of \( n_p \) to \(-1\) so the in-degree of \( n_p \) adds to the out-degree to make \( n_p \) the smallest node with the largest out-degree \( \Delta' \). The adjacent nodes of \( n_p \) forms the set \( N = \{n_0, n_1, \ldots, n_{\Delta' - 1}\} \), whose elements share the key \( n_p \) in our data structure, so they can be found with little cost. Then the whole edge stream \( E \) is divided into 3 disjoint parts:

\[
E_1 = \{[n_p, n_j] \mid n_j \in N\} \\
E_2 = \{[n_i, n_j] \mid n_i, n_j \in N\} \\
E_3 = \{[n_i, n_j] \mid n_j \notin N\} = E \setminus (E_1 \cup E_2) \tag{6}
\]
We make the set $S_A = E_1 \cup E_2$ the first partition, $S_B = E_2 \cup E_3 = E \setminus E_1$ the second as shown in Fig. 3.

For $S_B$, we directly execute LessMine. The theoretical bound of estimators needed is

$$r_B \geq \Delta_{s}^{k-2} \cdot \frac{m - \Delta'}{(k-2)!} \cdot \frac{3 \ln \left(\frac{2}{\epsilon}\right)}{GB \epsilon^2}$$

(7)

where $\Delta_{s}$ is the second largest out-degree.

For $S_A$, we also execute LessMine but only sample in $E_1$, which substitutes $m$ with $\Delta'$ in (5). So the theoretical bound is

$$r_A \geq \Delta_{s}^{k-2} \cdot \frac{\Delta'}{(k-2)!} \cdot \frac{3 \ln \left(\frac{2}{\epsilon}\right)}{GA \epsilon^2}$$

(8)

Now, the graph with a larger maximum degree has fewer edges, while the graph with most of the edges has a smaller maximum degree. Though $\Delta' > \Delta$, it is still bound by the degree of undirected graph $\Delta_{ASAP}$. For imbalanced graphs whose $\Delta - \Delta_{s} >> 1$, it’s often true that $r_A + r_B < r$.

Moreover, the partition is done with no accuracy loss. For any estimator of LessMine, if the first edge is sampled in $E_1$, then we only need $E_1$ for concurrent sample and $E_2$ for uniform close (see Fig. 5); if the first edge $[n_0, n_1]$ is not sampled in $E_1$, then we won’t use $E_1$ in the process, because $n_0 > n_p$ and LessMine finds nodes in ascending order. So the locality-aware partition equals to the classification of the first sampled node, thus doesn’t harm accuracy.

It is also necessary to point out that $S_A$ looks like a concentric circle with a densely connected node in the middle. This special structure resembles a breadth-first search, so by executing other structure-specific algorithms on $S_A$, it’s possible that one can get a faster count.

V. EVALUATION

In this section, we evaluate the performance of LessMine and ASAP using the Python implementation of both algorithms. There’s no open-source code of ASAP to our knowledge, so we implement the algorithm by following the description of the article [1]. We use three real-world graphs from the Stanford Large Network Dataset Collection [17] to evaluate the algorithms, as shown in TABLE I. The exact numbers of 4-cliques are counted using RStream [3].

<table>
<thead>
<tr>
<th>Graph</th>
<th># Edges</th>
<th># Vertices</th>
<th># 4-cliques</th>
</tr>
</thead>
<tbody>
<tr>
<td>ego-Facebook(e-F) [18]</td>
<td>88,214</td>
<td>4,039</td>
<td>30,004,668</td>
</tr>
<tr>
<td>gemsec-Deezer-HR(g-D) [16]</td>
<td>498,202</td>
<td>54,573</td>
<td>633,995</td>
</tr>
<tr>
<td>gemsec-Facebook-Artist(g-F)[16]</td>
<td>819,306</td>
<td>50,515</td>
<td>4,479,206</td>
</tr>
</tbody>
</table>

A. Sample Space Reduction

LessMine constructs a smaller sample space. As illustrated before, the number of “red cube” is fixed, so the number of instances of the whole sample space is inversely proportional to the proportion of non-zero-estimators. By using 100,000 estimators of ASAP and LessMine to find 4-cliques on real-world graph ego-Facebook [18], we find that only 0.85% of the estimators of ASAP return with non-zero value while LessMine has 25.36% of them (29 times larger than ASAP).

It means that the number of cubes in the “black box” of LessMine is only 3.3% of that in ASAP, making it much easier to explore.

Besides, LessMine has 7.80% estimators that return zero before the closing stage, while ASAP only has 0.96% early return estimators. This also speeds up LessMine by sparing the closing time.

By using the reorganized data, the number of non-zero estimators of ASAP goes up to 2.24%, which confirms the analysis of Section III.B and the example of Fig. 2.

B. Performance Improvement

We execute ASAP and LessMine with 100,000 estimators on three real-world graphs [16], [18]. The timing performance of both algorithms are shown in Fig. 7. The time of data reorganization of LessMine is also calculated in the evaluation, which typically takes less than 15% run time of LessMine and continues to drop when graphs get larger and need more estimators.

C. Faster Convergence

LessMine not only greatly speeds up the process of each estimator, but also makes it more effective so that one can use fewer estimators to get better error bound.

Fig. 8 shows the theoretical bound of estimators needed to count the number of a k-clique within 5% error with 95% confidence on ego-Facebook [18]. Though it’s a relatively loose bound, it reflects the complexity of algorithms, especially in worst cases. With the growth of k, the number of estimators decreased by orders of magnitudes, as shown in the log-space graph Fig. 8. With (3) and (5), we know that LessMine only use $1/((k-1)!/(k-2)!\alpha^{k-2})$ estimators of ASAP where $\alpha = \Delta_{ASAP}/\Delta_{LessMine}$, so LessMine gets
much more effective with little increase of k. Fig. 9 shows the error-estimator profile of 4-clique counting with $10^5$ estimators for 10 times.

LessMine demonstrates faster and more consistent convergence with approximately 34% of error rate of that of ASAP in average and worst cases.

VI. DISCUSSION

In this section, we’ll explain how to apply LessMine to other dense patterns. Some examples of dense patterns are shown in Fig. 10.

Given a dense pattern, for example, the adjacency matrix of a 4-near-clique, we start by listing out all of the isomorphic patterns of the given one. Note that graph isomorphism is considered an NP-complete problem and beyond the scope of this paper. Thankfully, despite very large graphs, the patterns to be counted are typically small ones within dozens of nodes for pattern mining problems. So we just iterate through all the permutations of the pattern’s node indexes to generate all possible adjacency matrix of isomorphic patterns and merge the same matrices to get the final list of isomorphic patterns $\{\{p_0\}, \{p_2\}, \ldots\}$. In the 4-near-clique example, it would be merging $4! = 24$ matrices into 6 different adjacency matrices. The 6 isomorphic patterns are shown in Fig. 10. The shape of the matrix is shown in (4).

Based on whether the smallest node is a DCN, we divide the patterns into two categories: DP1 and DP2, as defined in IV.C.

For DP1, we use sample and concurrent sample to get the proposal and probability $P$ just as we do with k-cliques. As proven in IV.C, the proposal and DP1 form a bijection, so we won’t miss or double count any DP1 in the graph. Then we execute uniform close to fulfill the adjacency matrix $\{a(n_i, n_j)\}$ of current embedding as shown in (4). If $\{a(n_i, n_j)\}$ equals to one of the isomorphic patterns $\{\{p_0\}, \{p_2\}, \ldots\}$, the embedding closes and the estimator returns the reciprocal for the probability $X_i = 1/P$ given by concurrent sample; If $\{a(n_i, n_j)\}$ is not equal to any of the isomorphic patterns, it returns 0. The number of DP1 equals to $E[X_i]$.

The same approach doesn’t work on DP2 since the smallest node can’t find all the other nodes concurrently. For near-clique, we may first sample a non-existent edge and then concurrent sample and uniform close like DP1, but it can only apply on near-clique. So We introduce another solution based on the relationship between DP1 and DP2. Because the indexes of nodes are randomly assigned (if not, we can reassign the index randomly), any node has the same probability of becoming the smallest in the pattern. So we calculate the number of DCN $n_{DCN}$ of a k-node pattern. Then we know that in any pattern, the smallest node may be a DCN with the probability of $n_{DCN}/k$. This gives the equation:

$$n_{DP} : n_{DP1} : n_{DP2} = k : n_{DCN} : k - n_{DCN}$$  \(9\)

which extends LessMine to any dense pattern. For example, in Fig.10 we first use LessMine to count the number of DP1. Because 4-near-clique has 2 DCNs, so the number of 4-near-clique would be $n_{DP} = n_{DP1} \times 4 \div 2 = 2n_{DP1}$

VII. CONCLUSION

In this paper, we propose LessMine, an algorithm that reduces the sample space and data access of approximate dense pattern mining with excellent timing and accuracy performance. To tackle the problem such as heavy edge searching, inefficient sample space abstraction, and lack of graph feature analysis faced by previous approximate pattern mining systems, we proposed four optimizations. First, we orient, sort, and index the edge stream to provide faster searching. Second, we propose concurrent sample to narrow the sample space of the approximation. Third, we use uniform close to avoid iterating on the whole remaining edge stream. Finally, we introduce locality-aware partition that avoids edge cutting and data exchanging between partitions. With all these designs, LessMine has up to $1829 \times$ faster estimators with much fewer estimators needed for certain error bound against ASAP.
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