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RRAM-based Computation

A Emerging Devices, such as RRAM devices, provide a promisingj s'olution

to realize better implementation of brain inspired circuits and systems in a

high energy efficiency way
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Related Work about RRAM-based NNs

A Architecture and circuit designs

I RRAM-based Deep Neural Networks
[Hu DAC 2012,Chi_ISCA 2016,Liu_IEEE TCAS | 2016, etc]

I RRAM-based Spiking NNs [Tang_ DATE_2015,Hu_IEEE
TCAD 2016]

I RRAM-based Convolutional NNs [Wang_ISCAS 2016,
Shafiee ISCA 2016]

I Training NN on RRAM [Hasan [JCNN_2014]

A EDA tools
i Simulator [Xia_ DATE_2016]
I Design optimization tool [Gu_ASPDAC_2015]
A Demonstration
I NN/Hopfield Network [Prezioso Nature 2015,Lee |IEDM 2016]
I Convolver [Gao_|IEEE Electron Device Letters_2016]
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RRAM Device Meets Kinds of Faults

A Fault Classification of RRAM Device:
I Hard Fault (Stuck-At Faults)

: : Dynamic
A The resistance is unchangeable y_ __
3 Write Variation
i Soft Fault Endurance —
_ _ Write Disturbance
A The resistance is changeable |
but not correct Read Disturbance
i Static Fault Hard Soft
A Already happened before using Defect Fabrication
.. ) Variation
i Dynamic Fault
A Happened during using Static
A Soft faults can be tolerant by

Happened in Read Happened in Write
inner fault tolerance of NN Phase Phase

[Gu_ASPDAC_2015]

A Previous designs ignore the influence of hard faults
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Impact of Hard Faults

A The yield (the percentage of available cells) of RRAM
device varies from 60% to more than 90% in different
materials and technologies [Chen IEEE TC_ 2015]

A We test the classification accuracy of a 784x100x10 NN on
MNIST test bench with random stuck-at-0O and stuck-at-1
faults:

Yield |deal 95% 90% 80%
Accuracy 97.8% 26.7~-60.4% 15.5~38.6% 10.6~28.0%
Reduction - >37% >59% >69%

A Hard faults can obviously influence the performance of
RRAM-based computation




Fault-tolerant Research

A Memory-oriented methods use redundant cells and arrays
to substitute faulty cells [wang_DAC 12,Koh_ICCD_09]

A These methods are not available for RRAM-based

computation

I Redundant cell is helpless: the basic unit is the whole column
instead of single cell

I Unable to directly shut down faulty cells: if the size of RRAM
crossbar array is M * N, M * N control lines are needed to control

every cell independently, which is unacceptable

A We need computation-oriented research to tolerant the hard
faults in RRAM-based computation system Vit




Fault-tolerant Method for RRAM-based
Neural Computing System

A Background
I NNs on RRAM
I RRAM Faults
A Proposed Methods
I Fault-tolerant mapping and redundant scheme

A Future Work
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Proposed Methods

A Workflow of RRAM-based Computation
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A Mapping algorithm with inner fault-tolerant ability

A Redundant schemes and circuits
A Redundant crossbars
A Independent Redundant Columns
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Mapping Algorithm

A Traditionally, two RRAM crossbars are needed to represent the positive and

negative values of matrix: V.—Ct .V oC . _V " Vi
— ] Yk
=(CT—-C)-V, Yoz g i >
— (. ﬁ_ %R%R%R
Vo1 lvoj Vo3
A Original mapping algorithm accords to the sign of weights to determine the
RRAM values: N Ch ki >0
%J_{D cr; <0
= —Ck.4 Ck,j < 0
LIV 0 Ck,j :_:" 0

AThis mapping met hod dfauessndot consi de

I Example

I Target Value: -5 \% x

I Range of value — 1 ‘)
represent by RRAM devices: [1, 10]
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Mapping Algorithm

A However, in some situations, the influence of hard faults can be
directly tolerant in mapping phase

TR .

A Pr‘o po Sed M applng Method i:)gi;)ilt';thm 1: Mapping Algorithms with Inner Fault-Tolerant
A Target: minimize the difference between ™™ 5. S e "
. . Output: GOutrﬁut’ Ggutm‘_t
the ideal value of matrix and the o T
. 2 if G utputm doesn’t get stuck then
practical value represented by RRAM |, | * &
4 end
A Step 1: Initializing ¢ | H G docsn s sk thon
A Step 2: Greedily mapping the weights |} wa™
Ce”'by-Ce” 3 o Zf; jl ::(/1.feﬁf}a‘;})ablefRdundantﬁCeEls(?L) do
_ _ |:1 Diff = C(i) = (GF uipat (1)) G5 = GGy (i) /Gs);
Cannot solve all situations ARUSE G130 (7) 00 G510, () to minimize Dif
Diff = C0) = (G utput (i:)/ G5 = G i)/ Gs)i
[ 2 if Diff ‘==0then
[ ] %\ ] [: eLdbmak,
5 end

" -
10 ? 17 return Gy Goutput




Proposed Method

A Mapping algorithm with inner fault-tolerant ability
A Redundant schemes and circuits
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Redundancy
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Results
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Hardware Structure

A Two Redundant schemes and corresponding redundant circuits

are proposed
A Redundant crossbars
A Independent Redundant Columns

Modules and Data Flow of / Matrix Modules 1 e 2:dﬂ?r;;dett:ﬂ:r?lrgglumn
an Three-Layers NN ) f’l i RX IRC P
(The structure of the MNIST NI In this paper) / f Original RRAM Crossbar Original RRAM Crossbar ! Y
i . e ; / _
| / o)
I -U ! i | } | -n:wux:me;?
. — DAC r I | L et
T | lnput 532 / Rk -
E-_,_ ‘; p — O, Analog : - te, . ~
2 | Network — g‘ nverter "% han ——
a) — - —* nd -—Inp}rtafmm
N =) i
- = / ; . o
22 S S Negative | | Positive :D:,
® = ; pa
%8 (|2 RRAM RRAM |
o o — ﬁ- Matrix Matrix Tdependert Redundant | g T e
S _— :_‘- ' —In : e;n
'E Output 1 o ¥ ¥ \ il ?7 inputs o
= — = ) . : -
ot Network — = " | Sun
50 — = ADC ADC IR N
8 — » \ . I—L
N \ VAT, Sy
T - < —N Rs.
e - - \ - - 4

NTLS



Redundant Crossbars

A Structure: Using multi-crossbars as redundant crossbars
I Original structure (Original crossbar):

IR IR R
Positivexbar .= K== AND 74 =
I Modified structure (Original crossbar + Redundant crossbars):
Orlglnalxbars Retluntdankbars
I - T===-=-=="= |- -—--——-—/—-/o---s-=========== |
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H A ! ,W%%&X%& x% DR
POS'“Ve' %wia Vwa|+ :E%%‘wz EKE o P W W W W
Xbars | : | P F
|
| I |
AND;, PO |
O : |: E .
R, 2 VME'+: TS e s
o | : I : : :I
I: : 1 |
R . | | w}‘j_‘@_ __”*if«_ i fo_?}_?ir\]_‘l |



Redundant Crossbars

Mapping algorithm: Co-mapping different crossbars to get the

best available results
A Target application matrix: C
A Original computlng process:

-------------------------------------------------------
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Redundant Crossbars

ICeII-by—ceII Mapping Process

Target Value: -5 Algorithm 1: Mapping Algorithms with Inner Fault-Tolerant
Abili
Range of value represent by In‘pf, R T E i T T
RRAM deV|CeS [1’ 10] Output.lﬂlgaéélable_}édgndant_C‘eHs
: utput’ utput
Redundancy Ratio (Number of Redundant Crossbars): 1 | %", o =0 .
utpu
A Initialization: .~ 2| | Goupu = Gmas
4 cn
IOX\ + \?2\- 2 2\ _\’(\z\ = 18 5 if‘ G(—)mmtm doesn’t get stuck then
. ; . 6 G(_Ju!,puf. = Gmin
A Step 1 (Adjust the first cell): skip T e
; . 9 for i =1:C.cells do
A Step 2 (AdJUSt the Second Ce”) 10 for j=1 :eAvailabEefRdundanLCells(i) do
AV AVN \A — 1 Diff = C(i) — (Ghuppur (i:)/G = Gy (i) /Gs):
+ (A == - /2\ == < | 7 Adjust G5, (4) and G, (4) to minimize Dif f;
2\ Z\ Diff = C(i) - (G &t et (i /G — G ontput i)/ Gs);
10 12 if Diff == 0 then
13 | break;
A Step 3 (Adjust the third cell): u | | end
\A \;\ \,\ 16 end
x\ + < 2\- 4 /{\ = (‘Z\ = o 17 return GJorutput’ G output
A Step 4 (Adjust the fourth cell):
]
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Redundant Crossbars

A Computing Process: merge the results from the original RRAM I

crossbar and the results from redundant crossbars together
A Definition: R is the redundant ratio, standing of extra RRAM crossbar arrays
that used as redundant structure
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Independent Redundant Columns

A Given the fault ratio of a single device is P, the size of RRAM
crossbar array is M x N, the expectation of faults in each

columnis P x M

I Solution: A smaller redundant unit which only contains P x M cells

I Divide each columnintoPxMparts (called oO0cut
expectation of faults in each cut is 1

I R indicates the number of redundant devices in a redundant column

for one cut
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Independent Redundant Columns

Structure: Using small independent columns as Redundant

Columns
A Original structure (Original crossbar):
Positivexbar ..x K=~ AND «{  #¥ =0 Negptil
A Modified.structure:
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