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Background: NAS and The Importance of Architecture Encoding 

2022/12/3 2

Target: A better and dedicated encoding scheme for neural architectures
Encoding: Map an architecture DAG into a continuous embedding

Neural Architecture Search (NAS)
has a large search space
Þ Need to sample and evaluate

thousands of architectures, slow
e.g., NASRL[1] 12k arch

A good encoding of architectures can be used for…

Exploration Acceleration
Improve the sample efficiency [2,3]

Better Evaluation
Improve the parameter-sharing evaluation[4]

Kendall’s Tau 0.56 -> 0.67

Interpretation
Interpret which architectural pattern is beneficial[5]

Encoding
Scheme

Predicted
score

Predictor-based NAS[2,3]

1. Learn a performance predictor
2. Sample worth-exploring architectures

1 2

A better encoding brings
better sample efficiency
e.g., GATES[3] 800 arch

[3] Ning et al., A Generic Graph-based Neural Architecture Encoding Scheme for Predictor-
based NAS, ECCV’20.
[4] Zhou et al., CLOSE: Curriculum Learning On the Sharing Extent Towards Better One-
shot NAS, ECCV’22.
[5] Ru et al., Interpretable Neural Architecture Search via Bayesian Optimisation with 
Weisfeiler-Lehman kernels, ICLR’21.

[1] Zoph et al., Neural Architecture Search with Reinforcement Learning, ICLR’17.
[2] Luo et al., Neural Architecture Optimization, NeurIPS’18. 



Motivation: A Drawback of SOTA Encoding
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SOTA  “information flow-based” encoders[1,2] view an architecture as a DAG with operations.
Drawback: Neglect the “operations are trainable” property of NN architecture.

[1] Ning et al., A Generic Graph-based Neural Architecture Encoding Scheme for Predictor-based NAS, ECCV’20.
[2] Zhang et al., D-VAE: A Variational Auto-Encoder for Directed Acyclic Graphs, NeurIPS’19.
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Current Arch Encoding Scheme
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To improve the discriminative modeling of operation and architecture,
should give contextualized embeddings for operations according to the architectural context.



TA-GATES: “Training-Analogous” Encoding
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An NN architecture not only describes what the forward computation semantics are (GATES[1] bases its 
design on this intrinsic property of NN architecture), but also determines the NN training dynamics.
TA-GATES is designed considering this intrinsic property of NN architectures, and encodes architectures in an 
“encoding by training-mimicking” manner. Naturally provide contextualized operation embeddings.

[1] Ning et al., A Generic Graph-based Neural Architecture Encoding Scheme for Predictor-based NAS, ECCV’20.



TA-GATES: “Training-Analogous” Symmetry Breaking
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Considering a special case that existing “information-based encoders” cannot discriminate…
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Why these two operations are not equivalent in NN training? Random parameter initialization breaks the 
symmetry of these two convolutions when training begins.
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Analogously, let’s break the symmetry of the initial operation embeddings 𝒆𝒎𝒃!"
($) by adding zero-cost 

saliency metrics!



TA-GATES: Empowering The Anytime Prediction Task
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TA-GATES’ correspondence with the actual training process enables it to conduct anytime predictions better!

Epoch 50 Epoch 100

Training Curve
of Architecture 𝛼

What is Anytime Training and Prediction?
• Training: Using multiple-epoch performances as supervisory signals to train the predictor
• Prediction: Predict the performances at multiple epochs for unseen architectures
Why?
• Training: Potential to improve the prediction of final performances, since more information is used
• Prediction: Providing inspections into the learning dynamics / making surrogate benchmarks[1]

[1] Yan et al.,NAS-Bench-X11 and the Power of Learning Curves, NeurIPS’21.
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Results: Comparison with Baseline Encoders
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Trained with the same architecture-performance pairs,
TA-GATES consistently outperforms other encoders

Spaces: NB101, NB201, NB301, NDS ENAS
Measures: Kendall‘s Tau, Precision@K, Mean Square Error (MSE), Pearson coefficient of LC

Kendall’s Tau Comparison Example

1. Train the encoder using the GT performances
of some architectures

2. Predict the performances of unseen architectures,
measure how close the predictions are to the GT
performances (ranking and regression quality)



Results: Anytime Prediction
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TA-GATES can offer better anytime predictions. 
• TA-GATES’ natural fit with the actual training process makes it easier to capture the learning speed of arch., 

thus giving correct relative order for different checkpoints (final and half).
• Baseline encoders using the “Multi-” strategy tend to give the same relative order for the half and final acc.

Single-:      Output one score; Trained with one perf. only
Multi-:         Output multiple scores; Trained with multiple supervisory signals
TA-GATES: Output multiple scores at different time steps; Trained with multiple supervisory signals



Conclusion and Future Work

• A good encoding of neural architectures is useful. Can be used for 1. NAS acceleration 
(sample efficiency improvement), 2. better parameter-sharing evaluation, 3. 
interpretation, and so on.
• To develop the most generalizable encoding, we should identify the distinguishing 

property of the neural architectures and design the encoding scheme accordingly.
• Neural architectures are DAGs with trainable operations. An NN architecture depicts the 

forward computation semantics and the training dynamics.
− GATES mimics the forward process to encode an architecture.
− TA-GATES further mimics the training process to encode an architecture.

• Besides having better predictive power, “Training-Analogous” brings other possibilities!
− Better anytime performance training and prediction.
− (future) TA-GATES as a learnable extrapolator of partial learning curves.
− (future) TA-GATES as the joint encoder for other factors in AutoDL (e.g., training-time 

architecture, HPO, AutoAug).
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Summary of Our Solution for Efficient NAS
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Training on
Train Set

Evaluation: How to get the parameters

Standalone
Training

Parameter-Sharing
Training

Conv 1x1
Conv 3x3

Conv 5x5

MaxPool

Shared
Between Archs

Standalone-Trained
Parameters Low Efficiency

Low Quality

Cannot guarantee efficiency and 
quality in the meantime

How to improve the quality of 
parameter-sharing evaluation?

Large search space
Efficient exploration?



Summary of Our Solution for Efficient NAS
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Utilize the learnable encoding of architecture to accelerate 
exploration and improve the quality of the evaluation,

thus enabling efficient NAS

Architecture-level
Encoding

Accelerate Exploration[1,4]
Which architectures

are promising and need 
explore

Operation-level
Encoding

Improve Evaluation[3]
Which operations

to share parameters

Architecture
Encoder[1,2]

Archs
Need to be
Evaluated

Random
Sample

OursEvo
Search

59x

511x

Evaluation
Quality
(ranking 

correlation
with true 

perf.)
Google
ICML’18

OursK-shot
ICML’21

0.56
0.61

0.67

[1] Ning et al., A Generic Graph-based Neural Architecture Encoding Scheme for Predictor-based NAS, ECCV’20.
[2] Ning, Zhou et al., TA-GATES: An Encoding Scheme for Neural Network Architectures, NeurIPS’22.
[3] Zhou, Ning et al., CLOSE: Curriculum Learning On the Sharing Extent Towards Better One-shot NAS, ECCV’22.
[4] Zhao, Ning et al., Dynamic Ensemble of Low-fidelity Experts: Mitigating NAS "Cold-Start”, AAAI’23.
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Thanks for Listening!
• Check our website introducing NAS and summarizing our work at 

https://sites.google.com/view/nas-nicsefc

• Check the code at https://github.com/walkerning/aw_nas (soon available)

• Contact us at

• foxdoraame@gmail.com (Xuefei Ning)

• yu-wang@tsinghua.edu.cn (Yu Wang)
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