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PLC-LiSLAM: LiDAR SLAM With Planes, Lines,
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Abstract—Planes, lines, and cylinders widely exist in man-made
environments. This letter introduces a LiDAR simultaneous local-
ization and mapping (SLAM) system using those three types of
landmarks. Our algorithm has three components including local
mapping, global mapping, and localization. The local and global
mapping jointly adjust planes, lines, and cylinders with LiDAR
poses to minimize the point-to-model cost, which is referred to as
plane-line-cylinder adjustment (PLCA). We prove that, with some
preprocessing, PLCA is independent of the number of points cap-
tured from the three types of landmarks, which makes efficiently
solving a large-scale PLCA problem feasible. The localization
component conducts real-time pose estimation through register-
ing local planes, lines, and cylinders to the global ones, which is
referred to as plane-line-cylinder registration (PLCR). We present
an efficient solution for PLCR. The detection and data association
may introduce errors. We correct these errors through checking
the cost in the back-end. It is difficult for the registration-based
algorithm, such as LOAM and ICP, to correct these errors, as they
do not maintain the data association. Experimental results show
that out algorithm outperforms the state-of-the-art LiDAR SLAM
algorithms and achieves real-time performance.

Index Terms—LiDAR SLAM, optimization, range sensing.

I. INTRODUCTION

L IDARS have been widely used in various robots to perceive
the environment. Simultaneous localization and mapping

(SLAM) using LiDAR is a fundamental problem in the robotics
community. This letter focuses on investigating LiDAR SLAM
using planes, lines, and cylinders, and we seek to achieve real-
time performance.

In our previous works [1], [2], we explored planes for LiDAR
SLAM, and introduced plane adjustment (PA) to correct the
drift, which is a counterpart of the bundle adjustment (BA) in
visual SLAM. As only planes are considered, these methods

Manuscript received February 24, 2022; accepted May 16, 2022. Date of
publication June 3, 2022; date of current version June 17, 2022. This letter
was recommended for publication by Associate Editor J. Zhang and Editor J.
Civera upon evaluation of the reviewers’ comments. This work was supported by
Tsinghua University - Meituan Joint Institute for Digital Life, and was partially
done when Lipu Zhou and Shengze Wang were at Carnegie Mellon University.
(Corresponding author: Lipu Zhou.)

Lipu Zhou, Guoquan Huang, and Yinian Mao are with Meituan,
Beijing 100012, China (e-mail: zhoulipu@meituan.com; huangguo-
quan@meituan.com; maoyinian@meituan.com).

Jincheng Yu is with the Department of Electronic Engineering, Tsinghua
University, Beijing 100084, China (e-mail: yu-jc@mail.tsinghua.edu.cn).

Shengze Wang is with the Department of Computer Science, University of
North Carolina, Chapel Hill, NC 27599 USA (e-mail: shengzew@cs.unc.edu).

Michael Kaess is with the Robotics Institute, Carnegie Mellon University,
Pittsburgh, PA 15213 USA (e-mail: kaess@cmu.edu).

Digital Object Identifier 10.1109/LRA.2022.3180116

will fail if there are not enough planes for pose estimation. This
letter extends our work [2] with lines and cylinders. Specifically,
our algorithm has three components including local mapping,
global mapping, and localization. In local and global mapping,
planes, lines, and cylinders are jointly optimized with poses. We
call the resulting least-squares problems local and global plane-
line-cylinder adjustment (PLCA), respectively. In localization,
the pose of a new LiDAR scan is estimated by scan-to-model
continuous-time registration using planes, lines, and cylinders,
referred to as continuous-time plane-line-cylinder registration
(PLCR). The contributions of this letter are as follows:
� We prove that, with some preprocessing, the iterative min-

imization of local and global PLCA is independent of the
number of points captured from planes, lines, and cylin-
ders. As these objects are unbounded, many points can be
captured from them in a LiDAR scan. Our algorithm makes
efficiently solving a large-scale PLCA problem feasible.

� We present an efficient solution for PLCR. We adopt the
first-order Taylor expansion to approximate the rotation,
under the assumption of a small rotation between two
subsequent scans, which is generally true. We iterate this
step if a fast rotating motion occurs.

� Our algorithm can tolerate certain detection errors. Due
to the occlusion and the sparseness of the LiDAR point
cloud, the detection process is prone to introducing errors,
as shown in Fig. 1 and Fig. 2. It is difficult to solve this
problem in the registration framework, such as LOAM and
ICP, where the data association is not well maintained. Our
algorithm corrects the detection errors by checking the cost
in the back-end.

II. RELATED WORK

LiDAR SLAM has been extensively studied. Point cloud
registration is generally used for LiDAR SLAM. This category
includes various ICP algorithms [4], [6]–[8], surfel-based algo-
rithm [9], LOAM [3] and its variants [10]–[15]. These algorithms
estimate the pose through aligning two point clouds. Then the
3D map is generated by simply assembling the scans using the
estimated poses. This may form a vicious loop. Specifically, the
pose error will degrade the quality of the map, which will in turn
further reduce the quality of the pose estimation. In addition, as
the data association is calculated on the fly, it is difficult to handle
the incorrect feature detection.

Jointly optimizing the landmarks and the poses can reduce
the drift. Planes are widely used in previous works for this
purpose [1], [2], [16]–[19]. However, only using the plane alone
will limit the applicable scenarios of the algorithm. In [5],
lines and planes are introduced into LiDAR SLAM. The sliding
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Fig. 1. Planes and lines are the most commonly used landmarks in LiDAR
SLAM systems [1], [3]–[5]. But only considering the two types of landmarks
may lead to problems. As the LiDAR point cloud is sparse, it is easy to
misidentify a thin cylinder as a line (left image). On the other hand, a large
cylinder is prone to be misidentified as small planar patches (right image). Thus
it is necessary to incorporate cylinders into the LiDAR SLAM system, and
develop an effective method to correct potential detection errors.

Fig. 2. Planes, lines and cylinders detected by our algorithm. Our algorithm
can correctly identify most of the landmarks. But it also introduces several errors.
The lines on the walls in the red rectangles are generated by the occlusion. Our
algorithm also misidentifies a pole as a line. These errors will be corrected in
the back-end.

window strategy is adopted for the optimization. Assume that
there are N points that are captured from a line or a plane in one
scan. The computational complexity and memory consumption
for calculating the Hessian matrix related to these points are
O(N2). So planes and lines in [5] are divided into pieces to make
the optimization feasible, which loses the ability to establish
the long-term data association and may result in a suboptimal
result. This letter shows that the iterative minimization process
can be independent of N with some preprocessing, which can
significantly reduce the computational cost.

In addition to planes and lines, cylinders are also common
in various scenarios, such as trunks and lamp poles. However,
the number of works on using cylinders for LiDAR SLAM is
relatively small. In [20], cylinders are projected into the ground
to form circles for SLAM in SE(2). This algorithm cannot
employ the tilted cylinder and is not suitable for SLAM in
SE(3). In [21] and [22], cylinders are used to model trunks in the
forest environment. But, they do not focus on how to accelerate
the computation. This letter seeks to address this problem.

It is known that loop closure can correct the drift of a SLAM
system. Loop closure is generally considered to occur when
a robot returns back to a previously visited place [1], [15],
[23]–[26]. Essentially, the loop closure is to establish the data
association between the current observations and previously
visited landmarks. As planes, lines and cylinders are unbounded
objects, it is not necessary to return back to a previous place to
revisit them. Similar to [2], we trigger the global optimization
when these unbounded objects are revisited. This can correct the
drift at an earlier stage.

III. NOTATIONS AND PRELIMINARIES

This letter uses italic, boldfaced lowercase and boldfaced
uppercase letters to represent scalars, vectors and matrices,
respectively.

Pose: This letter represents a pose by a transformation matrix

X =

[
R t

0 1

]
∈ SE(3) which converts the coordinates of a

point in a local LiDAR coordinate system to the global coordi-
nate system. Here R ∈ SO(3) is the rotation matrix and t ∈ R3

is the translation vector. In PLCR and PLCA,X is parameterized
by x = [ω; t], where ω is the angle-axis representation of R:

exp([ω]×) = I3 +
sin(||ω||2)

||ω||2 [ω]× +
1− cos(||ω||2)

||ω||22
[ω]2×,

(1)
where [ω]× represents the skew symmetric matrix of ω and
||ω||2 denotes the L2 norm of ω.

Plane: We represent a plane as π = [n; d], where n is the
normal of the plane with ||n||2 = 1, and |d| equals to the distance
from the origin to the plane. In PLCA, π is represented by the
closest-point parameterization η = dn [27].

Line: We apply the Plücker coordinates [28] to represent a 3D
line, which is a six-dimensional vector l = [d;m], where d is
the direction of l with ||d||2 = 1, and m is perpendicular to the
plane determined by the origin and l, and ||m||2 equals to the
distance from the origin to l. l has four degrees of freedom. In
PLCA, we adopt the method introduced in [29] to parameterize
l. Specifically, given l, we first construct a rotation matrix
Rl = [d, m

||m||2 ,d× m
||m||2 ], where × denotes the cross product.

Assumingωl is the angle-axis representation ofRl in (1), we can
parameterize l by a four-dimensional vector ζ =

[
ωl; ||m||2

]
.

Cylinder: We denote a cylinder as c = [lc; r], where lc is
the Plücker coordinates of the central line of c, and r is its
radius. In PLCA, we parameterizec by a five-dimensional vector
ν =

[
ζc; r

]
, where ζc is the parameterization of lc defined

above.
Observation: Let us use m to represent a plane, a line or a

cylinder, i.e., m ∈ {π, l, c}. Suppose that mj denotes the jth
landmark, and assume that mj is observed at pose Xi. The
observations of mj at Xi form a set of Nm

ij points, denoted as

Pm
ij = {pm

ijk}
Nm

ij

k=1. We denote the homogeneous coordinates of
pm
ijk as p̃m

ijk = [pm
ijk; 1]. Stacking the homogeneous coordinates

of the points in Pm
ij , we get a Nm

ij × 4 matrix

Pm
ij = [· · · ; (p̃m

ijk)
T ; · · · ]. (2)

As planes, lines and cylinders are unbounded objects, Nm
ij can

be very large, which leads to a large-scale least-squares problem.
Optimization: The Levenberg-Marquardt (LM) [30] algo-

rithm is generally used to solve a least-squares problem. Given a
least-squares problem χ̂ = argmin ||ε(χ)||22, the LM algorithm
updates the solution by χk+1 = χk +Δ at the kth iteration.
Here Δ is the solution of the following linear equation system

(JT
ε Jε + λI)Δ = −JT

ε ε, (3)

whereJε is the Jacobian matrix of ε atχk, and λ is the parameter
of the LM algorithm, which is adjusted at each iteration to ensure
that the value of ||ε(χ)||22 reduces.

To apply the LM algorithm, we generally first compute Jε

and ε, and then substitute them into (3) to compute Δ. As
Nm

ij can be very large, this straightforward approach may be
computationally demanding. On the other hand, it is clear that
only JT

ε Jε and JT
ε ε are required to get varDelta. We show

that JT
ε Jε and JT

ε ε of PLCA have special structures, which can
be used to accelerate the computation.
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Quadratic Form: A symmetric matrix A = [aij ] ∈ Rn×n

determines a quadratic form qA = yTAy, where y =
[y1; · · · ; yn]. We can write qA as

qA = yTAy =

n∑
i=1

n∑
j=1

aijyiyj = αTχ, (4)

where χ = [ · · · ; yiyj ; · · · ] (i ≤ j) and α = [ · · · ; cijaij ; · · · ]
(if i = j, cij = 1 and if (i < j), cij = 2).

Matrix Calculus: Assume z = [z1; · · · ; zm] and z is a vector
function of y defined above. Suppose P ∈ Rk×m is a constant
k ×m matrix. Let us define f = Pz and denote the Jacobian
matrix of f as Jf . According to the matrix calculus rule, Jf has
the form

Jf = P
∂z

∂y
, where

∂z

∂y
=

[
∂zj
∂yi

]
∈ Rm×n. (5)

Here ∂z
∂y is a m× n matrix, and ∂zj

∂yi
is the entry at the ith row

and jth column of ∂z
∂y .

IV. POINT-TO-MODEL RESIDUAL

Here we describe the point-to-model residuals for PLCA. The
residuals for PLCR in Section VIII can be easily derived from
them.

Point-to-Plane Residual: We denote the jth plane asπj and its
parameterization asηj . The residual betweenπj andpπ

ijk ∈ Pπ
ij

observed at Xi has the form

δπijk(ηj ,xi) = πT
j Xip̃

π
ijk. (6)

Stacking δπijk(ηj ,xi) in (6) for the Nπ
ij points in Pπ

ij , we get the
residual vector δπij(ηj ,xi) = [· · · ; δπijk(ηj ,xi); · · · ] for πj at
Xi.

Point-to-Line Residual: Assume that the jth line lj =
[dj ;mj ] with the parameterization ζj is observed at Xi. The
residual vector between lj and pl

ijk ∈ P l
ij can be written as

δlijk(ζj ,xi) = mj − (Rip
l
ijk + ti)× dj , (7)

where Ri and ti are the rotation matrix and translation vec-
tor of Xi, respectively. We can concatenate δlijk(ζj ,xi) for
the N l

ij points in P l
ij to get the residual vector δlij(ζj ,xi)

= [· · · ; δlijk(ζj ,xi); · · · ] for lj at Xi.
Point-to-Cylinder Residual: The residual between cj with the

parameterization νj = [ζc
j ; rj ] and its observation pc

ijk ∈ Pc
ij at

Xi is defined as

δcijk(νj ,xi) = ||δlijk(ζc
j ,xi)||22 − r2j , (8)

where δlijk(ζ
c
j ,xi) is the point-to-line residual vector defined

in (7). An alternative option to define the residual between cj
andpc

ijk is εcijk = ||δlijk(ζc
j ,xi)||2 − rj . Compared to εcijk, δcijk

in (8) can benefit the computation. Specifically, we will show
that, with some preprocessing, the computational complexity of
minimizing the cost from (8) is independent of the number of
points in Pc

ij . εcijk cannot lead to this performance. Stacking
δcijk(νj ,xi) for the Nc

ij points in P c
ij , we obtain the residual

vector δcij(νj ,xi) = [· · · ; δcijk(νj ,xi); · · · ] for cj at Xi.
Residual with Fixed Pose: For local PLCA, poses out of the

sliding window are fixed. Suppose that a landmark mj (m ∈
{π, l, c}) is visible within the sliding window, and was also
observed at a pose Xi that is out of the sliding window. Let us
denote the estimated value of Xi and its parameterization as X̂i

and x̂i, respectively. We define the residual vector for points in
Pm
ij as

εmij (mj) = δmij (x̂i,mj). (9)

In the following description, we remove the unknowns of the
residuals for simplicity (e.g., δlijk(ζj ,xi) → δlijk).

V. SYSTEM OVERVIEW

Our system includes a front-end and a back-end. The front-end
detects planes, lines and cylinders, and establishes the local-
to-global data association for real-time pose estimation. It also
determines when a new keyframe should be created. The back-
end includes local and global PLCA. They are implemented in
two different threads. The local PLCA optimizes poses within a
sliding window and the landmarks observed by these poses. We
conduct local PLCA when a new keyframe is created. The global
PLCA optimizes all the landmarks and all the poses except for
the first pose. We trigger the global PLCA when landmarks are
revisited. As planes, lines, and cylinders are unbounded objects,
the robot does not need to return back to a previously visited
place to trigger the global PLCA.

VI. FRONT-END

A. Landmark Detection

Split Scan Lines: The LiDAR point cloud is comprised of
multiple scan lines. Each scan line forms one row of the range
image. We split a scan line into segments. Specifically, we adopt
the method introduced in LOAM [3] to measure the smoothness
of each point. Let us assume that pij is the jth point in the ith
scan line, and Sij contains the points around pij in the ith row.
We compute

c =
1

|Sij | · ||pij ||2 ||
∑

pik∈Sij

pij − pik||2. (10)

Let us denote as cm the median of the c values of a scan line. The
points whose c values are above the 95th percentile or larger than
5cm are considered as on edges. If some edge points are close to
each other, we only keep the one with the largest c. These points
form a set E, and split a scan line into segments. The points
between the endpoints form a set F . We adopt a region growing
method to detect the landmarks.

Plane and Cylinder Detection: The detection of planes and
cylinders is similar to [31]. We start the detection from the first
scan line. Given a segment P in the ith scan line, for each point
in P , we first find its k nearest points which belong to F but are
not in the ith scan line. We then fit a plane to these points using
the RANSAC algorithm. If the average point-to-plane distance
of the inliers is larger than a threshold or the number of inliers is
smaller than a threshold, we try to fit a cylinder to these points
using the RANSAC algorithm. If the cylinder assumption results
in a larger number of inliers and a smaller average distance, we
treat these points belonging to a cylinder. We repeat this step
until no points can be added into the cluster.

Line Detection: We adopt a similar method for line detection.
For a point p0 ∈ E that belongs to the ith scan line, we first
find the nearest point p1 ∈ E in the (i+ 1)th scan line. A line
l is computed using p0 and p1. We then find the nearest point
p2 ∈ E of p1 in the (i+ 2)th scan line. If the distance between
p2 and l is smaller than a distance, we fit a new line using p0, p1

and p2. This process is repeated until no points can be added.

Authorized licensed use limited to: Tsinghua University. Downloaded on November 01,2024 at 02:10:54 UTC from IEEE Xplore.  Restrictions apply. 



7166 IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 7, NO. 3, JULY 2022

After the detection, we seek to merge the landmarks with
similar parameters. We only detect planes, lines and cylinders
in the whole scan at the first scan. For other keyframes, these
landmarks are detected in the non-tracked points. Fig. 2 demon-
strates the results of our algorithm. As illustrated in Fig. 2,
the landmarks may be misidentified in this stage. We will
correct the misidentifications in the back-end, as described in
Section VII-C.

B. Forward ICP Flow

We adopt the forward ICP flow introduced in [2] to establish
the local-to-global data association. Let us assume that Si+1 is
the subsequent scan of Si. We first compute the set E and F for
Si+1, as described in section VI-A. We build two KD trees for
E and F , respectively. Assume that Pm

ij is the observation of
mj in Si. For each point in Pm

ij , we find n nearest neighbors
in Si+1 (n = 2 in our experiments). For a plane or a cylinder,
we simply combine these points. For a line, we only keep the
one with the largest c. Assume that this yields a set Qm

i+1,j .
We adopt the RANSAC algorithm to find the inliers Pm

i+1,j ,
and then enlarge Pm

i+1,j through the region growing method.
If |Pm

i+1,j | is too small, we ignore this match. Otherwise, this
yields a local-to-global correspondence mj ↔ Pm

i+1,j . These
correspondences will then be used in PLCR for pose estimation,
which will be introduced in Section VIII. We can conduct the
forward ICP flow for different landmarks in parallel.

C. Create Keyframe

Motivated by ORB-SLAM [32], we initially create many
keyframes to reduce the drift of PLCR through local PLCA,
and then sparsify them to make the global PLCA feasible. We
create a new keyframe if one of the following conditions is met:
� More than 20% of the points in the current frame are not

tracked.
� The rotation angle between the current frame and the last

keyframe is larger than 5◦.
� The distance between the current frame and the last

keyframe is larger than a threshold t1 (t1 = 0.2m for
the indoor environment and t1 = 0.5m for the outdoor
environment).

For a new keyframe, we detect planes, lines, and cylinders
in the non-tracked points using the method introduced in Sec-
tion VI-A. These new local landmarks are then tried to match
with the global landmarks. For a new detection m, we find the
global landmark which has the smallest root mean squared error
(RMSE). Let dmmin denote this smallest RMSE. If dmmin < λ
(λ = 5 cm in the indoor environment and λ = 15 cm in the out-
door environment), we keep this correspondence. If dmmin < 3λ,
we perform geometric consistency checks (GCC), otherwise we
add a new global landmark.

Inspired by [2], we check the geometric consistency of new
correspondences through the trial-and-error method. Specif-
ically, we add the new correspondences into PLCR, local
and global PLCA, subsequently. Each new correspondence is
checked individually in PLCR, and new correspondences are
checked together in local and global PLCA. If the RMSE of a
new correspondence is smaller than λ at one of the above three
checks, we retain this correspondence.

When a new keyframe is created, the oldest keyframe is
removed from the sliding window, if the window is full. We
keep this keyframe for the global PLCA, if one of the following
conditions is met

� This keyframe contains new detected landmarks.
� The rotation angle between this keyframe and the last

retained keyframe is larger than 10◦.
� The distance between this keyframe and the last retained

keyframe is larger than t2 (t2 = 2 m for the indoor envi-
ronment and t2 = 5 m for the outdoor environment in our
experiments).

If we keep this keyframe, we update Km
j according to (28)

and store Hm
ij that will be introduced in the next section. We

will further sparsify the keyframes, if the number of keyframes
is too large.

VII. PLANE-LINE-CYLINDER ADJUSTMENT

A. Global Plane-Line-Cylinder Adjustment

Global PLCA is to jointly adjust the poses and the planes,
lines, and cylinders to minimize the squared point-to-model
distance. Formally, the global PLCA has the form

min
{xi},{ηj}
{ζj},{νj}

∑
i

∑
m∈{π,l,c}

∑
j∈Om

i

||δmij ||22, (11)

where Om
i represents the indexes of planes, lines or cylinders

observed at Xi. The first pose is fixed during the optimization.
Let us assume that δ and Jδ are the residual vector and the

corresponding Jacobian matrix of (11), respectively. We adopt
the LM algorithm to minimize (11). As shown in (3), instead of
Jδ and δ, onlyJT

δ Jδ and JT
δ δ are required by the LM algorithm.

For PLCA, we can divide Jδ and δ into blocks as

δ = [· · · ; δmij ; · · · ] and Jδ = [· · · ;Jm
ij ; · · · ]. (12)

Using (12), we get

JT
δ δ =

∑
(Jm

ij )
T δmij and JT

δ Jδ =
∑

(Jm
ij )

TJm
ij . (13)

The following propositions provides the forms of (Jm
ij )

T δmij and
(Jm

ij )
TJm

ij for the jth plane, line and cylinder, respectively. The
proofs of the propositions are in the supplementary material.

Proposition 1: (Jπ
ij)

T δπij and (Jπ
ij)

TJπ
ij have the forms

(Jπ
ij)

T δπij =
[
· · · (UT

ijH
π
ijαij

)T · · · (VT
ijH

π
ijαij

)T · · ·
]T

,

(Jπ
ij)

TJπ
ij =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . .
...

...
...

...
· · · UT

ijH
π
ijUij · · · UT

ijH
π
ijVij · · ·

...
...

. . .
...

...
· · · VT

ijH
π
ijUij · · · VT

ijH
π
ijVij · · ·

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)

where αij = XT
i πj , Hπ

ij = (Pπ
ij)

TPπ
ij , Uij =

∂αij

∂ηj
and

Vij =
∂αij

∂xi
. Here Uij and Vij are computed according to (5).

Proposition 2: For lj = [dj ;mj ], let us define Lj =[
[dj ]×,mj

]
, and L

[1]
j , L[2]

j , L[3]
j are the three rows of Lj . Then

δlijk in (7) can be written as:

δlijk =
[
(p̃l

ijk)
Tβ

[1]
ij ; (p̃

l
ijk)

Tβ
[2]
ij ; (p̃

l
ijk)

Tβ
[3]
ij

]
, (15)

where β
[1]
ij = (L

[1]
j Xi)

T , β
[2]
ij = (L

[2]
j Xi)

T , and β
[3]
ij =

(L
[3]
j Xi)

T .
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Proposition 3: (Jl
ij)

T δlij and (Jl
ij)

TJl
ij are similar to

(Jπ
ij)

T δπij and (Jπ
ij)

TJπ
ij in (14), respectively. The two non-zero

blocks of (Jl
ij)

T δlij have the forms
3∑

n=1

(A
[n]
ij )THl

ijβ
[n]
ij and

3∑
n=1

(B
[n]
ij )THl

ijβ
[n]
ij , (16)

where Hl
ij = (Pl

ij)
TPl

ij , A[n]
ij =

∂βn
ij

∂ζj
and B

[n]
ij =

∂βn
ij

∂xi
. The

four non-zero blocks of (Jl
ij)

TJl
ij have the forms

3∑
n=1

(A
[n]
ij )THl

ijA
[n]
ij ,

3∑
n=1

(A
[n]
ij )THl

ijB
[n]
ij ,

3∑
n=1

(B
[n]
ij )THl

ijA
[n]
ij ,

3∑
n=1

(B
[n]
ij )THl

ijB
[n]
ij . (17)

Proposition 4: For cj = [lcj ; rj ] and its observation pc
ijk ∈

Pc
ij captured at Xi, let us define τ

[n]
ijk = (βc

ij
[n])TΥ ijkβ

c
ij

[n]

(n = 1, 2, 3) where Υ ijk = p̃c
ijk(p̃

c
ijk)

T ∈ R4×4 and βc
ij

[n] is
defined for lcj according to (15). Let us expand the quadratic

form τ
[n]
ijk as τ

[n]
ijk = qT

ijkκ
[n]
ij according to (4), then δcijk in (8)

has the form

δcijk = gT
ijkγij , where gijk =

[
qijk

1

]
,γij =

[∑3
n=1 κ

[n]
ij

−r2j

]
.

(18)
Proposition 5: (Jc

ij)
T δcij and (Jc

ij)
TJc

ij are similar to
(Jπ

ij)
T δπij and (Jπ

ij)
TJπ

ij in (14), respectively. Using gijk in
(18), we define Gc

ij = [ · · · ; gT
ijk; · · · ] for points in Pc

ij . The
two non-zero blocks of (Jc

ij)
T δcij have the forms

MT
ijH

c
ijγij and NT

ijH
c
ijγij , (19)

where Hc
ij = (Gc

ij)
TGc

ij , Mij =
∂γij

∂νj
, Nij =

∂γij

∂xi
and γij is

defined in (18). The four non-zero terms of (Jc
ij)

TJc
ij have the

forms

MT
ijH

c
ijMij , M

T
ijH

c
ijNij , N

T
ijH

c
ijMij , and NT

ijH
c
ijNij .

(20)
Proposition 6: Given Hm

ij (m ∈ π, l, c), the computational
complexity of computing (Jm

ij )
T δmij and (Jm

ij )
TJm

ij is 1
Nm

ij

relative to the traditional method (i.e., computing Jm
ij and δmij

individually and then multiplying them together).
According to the above propositions, given Hm

ij , (Jm
ij )

T δmij
and (Jm

ij )
TJm

ij are independent of the number of points in
Pm
ij . Hm

ij is a constant matrix. We only need to compute it once,
and then reuse it during the iteration.

B. Local Plane-Line-Cylinder Adjustment

The local PLCA optimizes the poses within a sliding window
and the landmarks observed by these poses. The poses out of
the window are fixed. Formally, the cost function of local PLCA
has the form

min
Xw,Pw

Lw,Cw

∑
i∈W

∑
m∈{π,l,c}

∑
j∈Om

i

||δmij ||22

+
∑

m∈{π,l,c}

∑
j∈Vm

∑
i∈Fmj

||εmij ||22, (21)

where Xw is the set of poses within the sliding window, Pw, Lw

and Cw are respectively the visible planes, lines, and cylinders
at the poses in Xw, W comprises the indices of the poses in Xw,
Vm contains the indexes of visible planes, lines or cylinders, and
Fmj

includes the indexes of poses out of the sliding window that
saw the landmark mj , Om

i is defined in (11) and εmij is defined
in (9). To minimize (21), we can use the method introduced in
section VII-A to handle δmij in (21). For εmij , we present a new
method to reduce the computational cost of the LM algorithm.
The observations of mj at the poses out of the sliding window
form a set

Pm
j = {Pm

ij |i ∈ Fmj
}. (22)

Given X̂i, we stack εmij andQm
ij = Pm

ij X̂
T
i for all points in Pm

j

εmj = [· · · ; εmij ; · · · ] and Qm
j = [· · · ;Qm

ij ; · · · ]. (23)

Let Jm
j denote the Jacobian matrix of εmj . The following propo-

sitions provide the forms of (Jm
j )T εmj and (Jm

j )T εmj .
Proposition 7: (Jπ

j )
T επj and (Jπ

j )
TJπ

j have the forms

(Jπ
j )

T επj =
[· · · ; ΨT

j K
π
j πj ; · · ·

]
,

(Jπ
j )

TJπ
j =

⎡
⎢⎢⎣

. . .
...

...
· · · ΨT

j K
π
j Ψ j · · ·

...
...

. . .

⎤
⎥⎥⎦ , (24)

where Kπ
j = (Qπ

j )
TQπ

j and Ψ j =
∂πj

∂ηj
.

Proposition 8: (Jl
j)

Tεlij and (Jl
j)

TJl
j are similar to (Jπ

j )
Tεπj

and (Jπ
j )

TJπ
j in (24), respectively. The non-zero blocks of

(Jl
j)

Tεlj and (Jl
j)

TJl
j respectively have the forms

3∑
n=1

(Φ
[n]
j )TKl

j(L
[n]
j )T and

3∑
n=1

(Φ
[n]
j )TKl

jΦ
[n]
j , (25)

where Kl
j = (Ql

j)
TQl

j , Φn
j =

∂(L
[n]
j )T

∂ζj
, and L

[n]
j is defined in

Proposition 2.
Proposition 9: For cj = [lcj ; rj ] and its observation pc

ijk ∈
Pc
ij at a fixed pose X̂i, let us define μ

[n]
ijk = (Lc

j
[n])TΩijkL

c
j
[n]

(n = 1, 2, 3), where Lc
j
[n] is defined for lcj according to Propo-

sition 2, and Ωijk = X̂iΥ ijk(X̂i)
T where Υ ijk is defined in

Proposition 4. The residual εcijk for pc
ijk has the form

εcijk = kT
ijkϕij , kijk =

[
ωijk

1

]
, ϕij =

[∑3
n=1 ρ

[n]
ij

−r2j

]
, (26)

where ωijk and ρ
[n]
ij satisfy μ

[n]
ijk = ωT

ijkρ
[n]
ij according to (4).

Proposition 10: (Jc
j )

T εcij and (Jc
j )

TJc
j are similar to

(Jπ
j )

Tεπj and (Jπ
j )

TJπ
j in (24), respectively. Let us define

Cc
j = [ · · · ;kT

ijk; · · · ] for the points in the set Pc
j in (22), where

kijk is defined in (26). The non-zero blocks of (Jc
j )

T εcj and
(Jc

j )
TJc

j respectively have the forms

ΛT
j K

c
jϕij and ΛT

j K
c
jΛj , (27)

where Kc
j = (Cc

j )
TCc

j and Λj =
∂ϕij

∂νj
.

Incrementally Update Km
j : From the above propositions,

we know that Km
j is essential for computing (Jm

j )T εmj
and (Jm

j )TJm
j . As the number of points in Pm

j increases,
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Fig. 3. The environment of KITTI sequence 09 is not well structured. Our
algorithm can still work on this sequence. But SuMa [9] slightly outperforms
our algorithm on this dataset.

the computation for Km
j becomes expensive. Fortunately, we

can calculate Km
j incrementally. Specifically, let us assume

that the nth keyframe with the estimated pose X̂n is re-
moved from the sliding window. The observation of mj at
X̂n is a set of points Pm

nj . For m ∈ {π, l}, we first con-
sider Qm

j defined in (23). Let us denote the old Qm
j as

oldQm
j . According to (23), we compute Qm

nj = Pm
njX̂

T
n for

points in Pm
nj , and construct the new Qm

j by newQm
j =

[oldQm
j ;Qm

nj ]. Then according to (24) and (25), we can com-
pute newKm

j = (newQm
j )T newQm

j = (oldQm
j )T oldQm

j +

(Qm
nj)

TQm
nj =

oldKm
j + (Qm

nj)
TQm

nj . For m = c, according
to Proposition 10, we construct Cc

nj = [· · · ;knjk; · · · ] for
points in Pm

nj , and generate a newCc
j by newCc

j = [oldCc
j ;C

c
nj ].

Then according to (27), we have newKc
j = (newCc

j )
T newCc

j =

(oldCc
j )

T oldCc
j + (Cc

nj)
TCc

nj =
oldKc

j + (Cc
nj)

TCc
nj . In

summary, we have
newKm

j = oldKm
j +Km

nj , (28)

where Km
nj = (Qm

nj)
TQm

nj if m ∈ {π, l}, and Kc
nj = (Cc

nj)
T

Cc
nj if m = c.

C. Correct the Detection Error

The detection may misidentify the landmarks. One general
error is that cylinders are misrecognized as lines or planes, as
shown in Fig. 1, and another one is the fake line due to occlusion,
as shown in Fig. 2. We seek to correct these errors after more
information is available. During the local and global PLCA, we
check the RMSE of each landmark. If a RMSE is larger than a
threshold, there may exist certain errors. We conduct different
strategies for the three types of landmarks. For a cylinder, we
directly remove this landmark. For a plane and a line, we fit a
cylinder to these points. If this results in a smaller RMSE, we
use the cylinder to model these points. Otherwise, we remove
this landmark if it is identified as a line. Removing planes may
result in insufficient constraints on a pose in some unstructured
environment, as demonstrated in Fig. 3. Thus we do not remove
planes. For a plane, assuming its RMSE d̄ is larger than a
threshold, we use e−d̄ to reduce its weight.

VIII. PLANE-LINE-CYLINDER REGISTRATION

A. In-Scan Motion

The ith scan Si is captured within the interval (tsi , t
e
i ]. We

adopt the pose at tsi as the pose of Si, and denote it as Xi.
Assume that the motion within (tsi , t

e
i ] results in a relative rigid

body transformation Xi,i+1 from Xi+1 to Xi. The relationship

between Xi and Xi+1 can be written as

Xi+1 = XiXi,i+1. (29)

We denote the parameterization of Xi,i+1 as xi,i+1 =
[ωi,i+1, ti,i+1], and the relative pose at t ∈ (tsi , t

e
i ] and its pa-

rameterization as Xt
i,i+1 and xt

i,i+1, respectively. Let us define

s =
t−tsi
tei−tsi

. We adopt the linear interpolation to estimate xt
i,i+1

as done in [1]–[3], i.e., xt
i,i+1 = sxi,i+1. We use the plane-line-

cylinder registration to compute xi,i+1 and undistort the in-scan
motion as well.

B. Constraints

As the rotation component of the motion within (tsi , t
e
i ] is

generally small, as done in [2], this letter adopts the first-order
Taylor expansion of (1) to approximate the rotational part of
Xi,i+1, i.e.,

Rt
i,i+1 = I3 + s[ωi,i+1]×. (30)

Constraints from Planes: Let us first consider the constraint
on xi,i+1 from a plane. Suppose πj is observed within Si,
which generates a set of points Pπ

ij . According to [2],pπ
ijk ∈ Pπ

ij
captured at time tπijk results in a linear constraint on xi,i+1.
Specifically, using (29) and (6), we have

επijk(xi,i+1) = πT
j XiX

tπijk
i,i+1p̃

π
ijk = φπ

ijX
tπijk
i,i+1p̃

π
ijk, (31)

where φπ
ij = πT

j Xi. Let us define φπ
ij =

[
aπij , b

π
ij , c

π
ij , d

π
ij

]
,

x̃i,i+1 = [xi,i+1; 1], and p̃π
ijk =

[
xπ
ijk, y

π
ijk, z

π
ijk, 1

]T
and

sπijk =
tπijk−tsi
tei−tsi

. Substituting (30) into (31) and expanding it with
the above notations, we obtain a linear constraint on xi,i+1:

επijk ≈ eπijk = wπ
ijkx̃i,i+1,where wπ

ijk = [aπijk, b
π
ijk],

aπijk = sπijk · [cπijyπijk − bπijz
π
ijk, a

π
ijz

π
ijk − cπijx

π
ijk,

×bπijx
π
ijk − aπijy

π
ijk, a

π
ij , b

π
ij , c

π
ij

]
,

bπijk = − (aπijxπ
ijk + bπijy

π
ijk + cπijzijk + dπij

)
. (32)

Stacking all the constraints from the planes observed within Si,
we obtain linear constraints on xi,i+1:

eπi = Wπ
i x̃i,i+1. (33)

Constraints from Lines: Let us assume that a line lj is observed
within Si, and pl

ijk is point on lj captured at time tlijk. Using
(29) and (15), thenth (n = 1, 2, 3) element of the residual vector
for pl

ijk has the form

ε
l,[n]
ijk (xi,i+1) = L

[n]
j XiX

tlijk
i,i+1p̃

l
ijk = φ

l,[n]
ij X

tlijk
i,i+1p̃

l
ijk, (34)

where φ
l,[n]
ij = L

[n]
j Xi. It is clear that (34) is similar to (31),

which generates a linear constraint on xi,i+1:

e
l,[n]
ijk = c

l,[n]
ijk x̃i,i+1. (35)

So stacking the constraints from the lines observed within Si

yields

eli = Wl
ix̃i,i+1. (36)

Constraints from Cylinders: Let us assume a cylinder cj =
[lcj ; rj ] is observed within Si. For a point pc

ijk captured from cj ,

we compute cl
c,[n]
ijk for the central line lcj of cj according to (35).

Let us define Elc,[n]
ijk = (c

lc,[n]
ijk )T c

lc,[n]
ijk . Using (8) and (35), we
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TABLE I
THE RESULTS OF DIFFERENT ALGORITHMS ON THE KITTI ODOMETRY DATASET. [33]

have

ecijk=

3∑
n=1

(
e
lc,[n]
ijk

)2
− r2j = x̃T

i,1+1

(
3∑

n=1

E
lc,[n]
ijk

)
x̃i,i+1︸ ︷︷ ︸

qc
ijkχi,i+1

−r2j

= [qc
ijk, −r2j ]

[
χi,i+1

1

]
= yc

ijkχ̃i,i+1. (37)

Here we apply (4) to yield qc
ijkχi,i+1. Stacking the constraints

from all the cylinders in Sk, we get
eci = Yc

i χ̃i,i+1. (38)
The coefficients in (32), (35) and (37) can be computed in
parallel.

C. Estimate xi,i+1

Planes, lines, and cylinders observed within Si are used to
compute xi,i+1. Let us define Oi = (Wπ

i )
TWπ

i + (Wl
i)

TWl
i

and Zi = (Yc
i )

TYc
i . Formally, the cost function for PLCR has

the form
min
xi,i+1

∑
m

||emj ||22 = x̃T
i,i+1Oix̃i,i+1 + χ̃T

i,i+1Ziχ̃i,i+1. (39)

The Hessian matrix and the gradient of (39) are easy to be
computed. Thus we adopt the damped Newton’s method to
minimize (39). If only planes or lines are observed within Si,
the cost (39) is a linear least-squares problem which has a
closed-form solution.

Here we assume the rotation angle is small. If the rotation
angle is large, equation (30) cannot well approximate the rotation
matrix. We adopt the method introduced in [2] to solve this
problem. Specifically, if the cost in (39) is large, we use the
current Xi,i+1 to transform pm

ijk. Then we use the new pm
ijk to

recompute a new Xi,i+1. We repeat this step until it converges
or the maximal number of iterations achieves. Let us denote
as Xk

i,i+1 the result from the kth step. Assuming m iterations
were conducted, we have Xi,i+1 =

∏m
k=1 X

k
i,i+1. During the

iteration, we adopt the bisquare weight for robustness as done
in [2], [3].

IX. EXPERIMENTS

In this section, we evaluate the performance of our algorithm.
All the experiments were conducted on a desktop with an Intel
i9 CPU and 64 G memory. Fig. 4 demonstrates the dense
reconstruction from our algorithm.

A. Outdoor Environment

We first evaluate the performance of our algorithm in the
outdoor environment. We use the KITTI dataset [33] for this pur-
pose. We compare our algorithm with LiTAMIN2 [8], SuMa [9],
LeGO-LOAM [10] and LOAM [3]. LiTAMIN2 and SuMa have

Fig. 4. The dense reconstruction result for the indoor dataset A (top) and E
(bottom). The cylinder in dataset E is accurately reconstructed.

the loop closure function, and LeGO-LOAM and LOAM do
not. We also consider the performance of our algorithm with-
out cylinder, referred to as PL-LiSLAM. The KITTI dataset
corrected the motion distortion of the LiDAR scan. Thus we
set s in (30) to s = 1. We adopt the metrics introduced by the
KITTI dataset to evaluate the accuracy of different algorithms.
Table I lists the results. It is clear that our algorithm outperforms
previous algorithms on most sequences. SuMa [9] provides a
better result on sequence 09. This is because the sequence 09 is a
country scene. Its environment is not well structured, as demon-
strated in Fig. 3. PLC-LiSLAM outperforms PL-LiSLAM, as
cylinders can more accurately model poles and trunks which
widely exist in man-made environments.

B. Indoor Environment

To evaluate the performance of our algorithm in the indoor
environment, we use the four indoor datasets in [2] and a new
dataset that contains a large cylinder as shown in Fig. 4. The
ground truths of these datasets are obtained from a NavVis
M6 device. We compare our algorithm with BALM [5], π-
LSAM [1], π-LiSLAM [2]. π-LSAM and π-LiSLAM only use
planes as landmarks and are with the loop closure. BALM uses
lines and planes as landmarks but without the loop closure. We
use the absolute trajectory error (ATE) to evaluate the perfor-
mance of different algorithms. Table II provides the results. It is
clear that our algorithm outperforms other algorithms.

C. Runtime

We evaluate the runtime of our algorithm on the KITTI
sequence 00 and the indoor dataset C. The KITTI dataset uses a
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TABLE II
THE ATES OF DIFFERENT ALGORITHMS ON THE FOUR INDOOR SEQUENCES

FROM [2] AND A NEW COLLECTED INDOOR DATASET E THAT CONTAINS A

LARGE CYLINDER

TABLE III
RUNTIME (MS) OF DIFFERENT COMPONENTS OF OUR ALGORITHM. KEYFRAME

CREATION IS ONLY CONDUCTED WHEN A NEW KEYFRAME IS REQUIRED. KC
IS SHORT FOR KEYFRAME CREATION

velodyne LiDAR with 64 scan lines, and the indoor dataset uses
a Velodyne LiDAR with 16 scan lines. Table III provides the
results. As it takes 100 ms for the Velodyne LiDAR to finish
one scan, the front-end of our algorithm achieves real time.
The runtime of the local PLCA on the KITTI dataset is not
much longer than the local PLCA on the indoor dataset. This is
because the computational complexity of the LM algorithm is
independent of the number of points on a landmark.

X. CONCLUSION

In this letter, we introduce a new LiDAR SLAM algorithm
using planes, lines, and cylinders. We prove that, with some
preprocessing, the minimization of local and global PLCA is
independent of the number of points captured from planes, lines,
and cylinders. In addition, we present an efficient solution to the
PLCR problem. The detection may introduce errors, which are
problematic for the method based on registration. Our algorithm
checks and corrects the errors in the back-end. Experimental
results show that our algorithm outperforms the state-of-the-art
methods and achieves the real-time performance.
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