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ABSTRACT
An RRAM-based computing system (RCS) is an attractive hard-
ware platform for implementing neural computing algorithms. On-
line training for RCS enables hardware-based learning for a given
application and reduces the additional error caused by device pa-
rameter variations. However, a high occurrence rate of hard faults
due to immature fabrication processes and limited write endurance
restrict the applicability of on-line training for RCS. We propose
a fault-tolerant on-line training method that alternates between a
fault-detection phase and a fault-tolerant training phase. In the
fault-detection phase, a quiescent-voltage comparison method is u-
tilized. In the training phase, a threshold-training method and a
re-mapping scheme is proposed. Our results show that, compared
to neural computing without fault tolerance, the recognition accu-
racy for the Cifar-10 dataset improves from 37% to 83% when us-
ing low-endurance RRAM cells, and from 63% to 76% when using
RRAM cells with high endurance but a high percentage of initial
faults.

1. INTRODUCTION
Machine learning is now widely used in a variety of domains,

and brain-inspired neural computing is considered to be one of the
most powerful applications of machine learning. To ensure that
neural network algorithms are feasible in practice, hardware imple-
mentations require high computing capability and energy efficien-
cy. However, CMOS technology is faced with the bottlenecks of
scaling limitations and the “memory wall” for von Neumann ar-
chitectures [1]. Consequently, the energy efficiency gap between
application requirements and hardware implementation continues
to grow.

Emerging devices such as metal-oxide resistive random-access
memory (RRAM) and its associated crossbar array structure pro-
vide the basis for a promising architecture for brain-inspired cir-
cuits and systems. By exploiting the crossbar structure, an RRAM-
based computing system (RCS) can realize vector-matrix multi-
plication in analog form and reduce the computational complexity
from O(n2) to O(1). Moreover, since RRAM provides memory for
data storage, RCS provides an attractive solution for computing-
in-memory. This architecture eliminates the high data transporta-
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tion overhead that is inherent to von Neumann architectures; there-
fore, it significantly boosts energy efficiency, particularly for neural
computing applications [2].

RRAM faults may occur during both chip fabrication and data
processing. RRAM faults can be classified as soft faults and hard
faults [3]. For soft faults, the resistance of the RRAM cell can still
be tuned, but the actual resistance is different from the expected val-
ue. Soft faults are caused by variations associated with fabrication
techniques and write operations [4]. For hard faults, the resistance
of an RRAM cell cannot be changed; this category includes the
stuck-at-0 (SA0) and stuck-at-1 (SA1) faults caused by fabrication
techniques [5] and limited endurance [6]. A traditional RCS re-
lies on off-line training, which first trains a network based on RCS
and then maps the trained network on to RRAM arrays. In such
an approach, the recognition accuracy for the network application
is limited by both soft and hard faults that occur in each RRAM
cell [7].

One approach to tolerate RRAM faults in an RCS is to use an on-
line training scheme, which trains a neural network using the output
of the RCS [7]. This method can tolerate soft faults by utilizing the
inherent fault tolerance capability in neural computing algorithms.
However, hard faults still limit the performance of on-line train-
ing due to the following reasons: 1) fabrication defects cannot be
adequately tolerated by on-line training because the training proce-
dure always attempts to tune some RRAM cells with a SA0/SA1
fault caused by fabrication, and 2) the limited write endurance of
RRAM cells can lead to an increasing number of RRAM cells with
a SA0/SA1 fault during the training procedure, and thereby result
in decreased accuracy of RCS. Since we need to train another net-
work in order to change the neural computing applications for RCS,
most cells will become faulty after repeated write operations.

Researchers have shown that more than 50% of the weights in
neural networks can be fixed to zero [8], which motivates us to
further use neural algorithms to tolerate not only soft faults but
also hard faults on RRAM. Two challenges arise in fault-tolerant
on-line training in the presence of hard faults. First, we need to
know the distribution of faults in RRAM cells during training. The
test time of traditional test methods increases quadratically with the
number of rows (columns) of the RRAM crossbar [9], and this is
a key limiter for on-line testing. Second, traditional redundancy-
based methods for memory design cannot be utilized to target hard
faults in an RCS. This is because the basic unit of an RCS is an en-
tire RRAM column rather than a single RRAM cell, and redundant
columns may also contain, as well as, give rise to hard faults.

In this paper, we present a complete design flow that includes
both on-line fault detection and fault-tolerant training for RCS. The
main contributions of this paper are as follows:

1. We propose a fault-tolerant training flow with on-line fault
detection for an RRAM-based neural computing system. In



this flow, the system can periodically detect the current dis-
tribution of faults and tolerate the faults in the next training
phase using the inherent fault-tolerant capability of the neu-
ral network.

2. We propose an efficient on-line fault detection method by
using quiescent-voltage comparisons. Modulo operations are
utilized to reduce the hardware overhead. The proposed me-
thod can detect faults with more than 70% accuracy and more
than 87% fault coverage within an acceptable test time.

3. We propose a threshold-training method and a re-mapping
scheme during the training phase to tolerate faults using the
sparsity of neural networks. Our results show that the accu-
racy can be restored to the original training accuracy for a
fault-free scenario.

2. PRELIMINARIES AND MOTIVATION

2.1 RRAM-based Neural Computing
An RRAM cell is a passive two-port element with variable re-

sistance, and multiple cells are used to construct a crossbar struc-
ture. Researchers have found that if we store a “matrix” on the
conductances of RRAM cells in the crossbar structure and input a
“vector” as input voltage signals, the RRAM crossbar is able to per-
form high-efficiency matrix-vector multiplication in analog mode.
Specifically, the relationship between the input and output voltages
can be expressed as: iout,k =

∑N
j=1 gk,j · vin,j , where ~vin is the

input voltage vector (denoted by j = 1, 2, ..., N ),~iout is the output
current vector (denoted by k = 1, 2, ...,M ), and gk,j is the conduc-
tance matrix of the RRAM cells representing the matrix data [10].
Based on this structure, several RCS designs have been proposed,
e.g., RRAM-based neural networks with fully-connected (FC) lay-
ers [10], and RRAM-based convolutional neural networks (CNN)
with both convolutional (Conv) layers and FC layers [11].

2.2 Related Prior Work
To tolerate soft faults, researchers have demonstrated on-line

training schemes for RRAM and other emerging non-volatile mem-
ory (NVM)-based neural networks. Strukov et al. implemented
a 9×3 single-layer RRAM-based network by on-line training [7].
This work shows the benefit of on-line training to solve the map-
ping variations. However, it cannot target hard faults and the en-
durance problem due to the small size of the array and the simplic-
ity of the application with only a few write operations.

For on-line fault-tolerant training on a larger network, we also
need to know the distribution of faults. Recent work on fault dis-
tribution in the RCS are mainly focused on off-line fault detection-
s [9, 12]. These designs can cover many RRAM fault types, and
provide high fault coverage. However, the high time complexity
limits their usefulness for on-line testing. Moreover, [12] does not
support fault localization, and [9] requires sequential March diag-
nosis to determine fault locations. In [13], a parallel test method
was proposed to reduce testing time, but this design is not scalable
for large crossbars.

2.3 Motivational Example
We simulate the training procedure of the VGG-11 network on

the Cifar-10 dataset [14] for both fault-free training and on-line
training with hard faults. The percentage of RRAM cells with
stack-as faults after fabrication is approximately 10% [5]. The en-
durance model is based on the published data that the endurances
of cells obey a Gaussian distribution [3], and we set the mean en-
durance of cells to be equal to 5 × 106 [6, 15, 16]. The results are
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Figure 1: Training accuracy versus different initial hard fault con-
ditions of RCS on the Cifar-10 dataset.

shown in Fig. 1. Training in the absence of faults can classify the
TestSet with 85.2% accuracy after 5 million iterations. However,
when SA1 and SA0 faults are injected during training according to
the above endurance model, the maximum accuracy can reach only
37%, and the accuracy further decreases if we continue with more
training iterations. Moreover, if we need to train the RCS for an-
other subsequent neural-computing application, which aggravates
the impact of faults (i.e., the percentage of RRAM cells with faults
may become 50%), we cannot achieve higher than 10% accuracy
after training. Therefore, a fault-tolerant on-line training solution
for RCS is required.

3. FAULT-TOLERANT TRAINING
The complete flow of the proposed fault-tolerant on-line train-

ing method is shown in Fig. 2. In priori work, a forward prop-
agation phase is processed to obtain the actual output from the
current neural network [7]. Then, the ideal output from the train-
ing dataset is compared with the actual output, and the difference
is back-propagated to update network weights. In the proposed
fault-tolerant training method, a threshold-training step (described
in Section 5.1) is proposed after the back-propagation phase to en-
hance the lifetime by eliminating write operations on RRAM cells.
Subsequently, after every fixed number of iterations, the proposed
on-line fault detection method (described in Section 4) is executed
to update fault-free/faulty status of RRAM cells. A pruning step
is carried out simultaneously to obtain the locations of zeros in the
weight matrices based on network pruning [8]. With the knowledge
from the two distributions, the proposed re-mapping technique (de-
scribed in Section 5.2) is applied to tolerate the faults by utilizing
the inherent sparsity of neural algorithms.

4. ON-LINE FAULT DETECTION

4.1 Detection of Faults by Quiescent-Voltage
Comparison

The flow of the proposed quiescent-voltage comparison method
is described in Fig. 3. A read operation is first carried out to ex-
tract the RRAM crossbar values after training and store them off-
chip. The SA0 and SA1 faults need separate detection procedures.
The SA0 fault detection procedure consists of four steps. The first
step is to write a fixed increment to all RRAM cells. We replace
the traditional “Write 1” operation with a “Write +δw” operation,
where +δw is the fixed increment. In this way, we can recover the
training weights of RRAM cells after testing. Second, test voltages
are applied to one group of rows. Utilizing the crossbar structure,
output voltages can be obtained at all column output ports concur-
rently. This parallel test method is therefore time-efficient. In the
third step, control logic and a multiplexer are utilized to select an
appropriate reference voltage. The reference voltages are set to be
equal to the sum of previous values stored off-chip and the written
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Figure 2: Proposed fault-tolerant training method with (1) a
threshold-training method to reduce the write workload, (2) an on-
line fault detection phase to detect fault locations, and (3) a re-
mapping phase to avoid or reuse faulty cells.

increments. The last step involves comparisons between the actual
outputs and the reference voltages. If a discrepancy exists, it de-
notes that at least one of the RRAM cell in the selected rows and
columns cannot be updated correctly when we write an increment.
This discrepancy indicates a SA0 fault. Because RRAM crossbars
can be used in two directions, we can also apply test voltages to
column input ports, and repeat the last three steps to derive the row
information from the row output ports. After SA0 fault detection, a
“Write −δw” operation is carried out for SA1 fault detection. The
reduction value is set equal to the increment value used for SA0 de-
tection to enable the RRAM to recover its original training weights.
The four-step test process for SA1 fault detection is similar to that
for SA0 fault detection.

An example is presented in Fig. 4(a) to illustrate the test proce-
dure. The crossbar here is a simplified schematic of a 10×10 RCS,
and a square with a cross represents an actual defective cell. The
test size is set to 5, which implies that the test voltages are applied
to five rows in every test cycle. Therefore, to finish the row test,
we need two test cycles. An additional two cycles for column test
are required. Shaded squares are determined as being fault-free.
In Fig. 4(a), the white squares denote the detected fault locations.
As shown in this figure, 100% fault coverage is obtained, but some
fault-free cells are determined to be faulty.

4.2 Reduction of Hardware Overhead with
Modulo Operations

To tolerate write variance, RRAM cells in the test phase of RC-
S can be considered as multi-level resistance cells. The increment
(reduction) written in testing phase is set to be larger than the vari-
ance. The number of resistance levels can be set to 8 [17].

Although the same voltage is applied to all the tested rows, the
correct outputs may still be in a large range for different conduc-
tance (gkj) combinations. To simplify the design of the reference
voltage, we use modulo operations to map all possible voltages to
a limited number of values. We choose 16 as the divisor for the
modulo operations based on a trade-off between fault coverage and
hardware overhead. In this way, only 16 reference voltages are
needed, and the control logic is also simplified. Faults can stil-
l be detected unless 16 or more faults occur simultaneously in the
tested area. As the divisor for the modulo operation increases, the
fault coverage increases, but the hardware overhead increases. In
order to apply modulo operations, we reuse the analog-to-digital
converters (ADCs) on the output ports, transforming the analog
output voltages to digital values. The mod (2n) operations can
be realized by truncating the last n bits of the dividend. A set of
NAND gates can then be used for digital comparisons. The loss in
information due to the modulo operations leads to a slight decrease
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Figure 4: Illustration of the quiescent-voltage comparison test
method (test size = 5).
in fault coverage.

4.3 Improvement of Performance by Selected-
Cell Testing

To make the test method practical, we must ensure low test time,
high fault coverage, and low false positives for fault detection. Us-
ing the quiescent-voltage comparison method for only the selected
cells helps us to achieve this goal. Cells that need testing are select-
ed based on the knowledge that SA0 faults can occur only in cells
with high resistance, and SA1 faults can occur only in cells with
low resistance. The read operation at the beginning of the test phase
provides the necessary information about resistance values. The
test procedure involving selected cells is shown in Fig. 4(b). For
example, considering the detection of SA0 faults, the pink squares
denote the cells with high resistance. Since SA0 faults can occur
only in these pink cells, there is no need to test the other cells. In
this way, the test time may be reduced because no test is applied to
the first column. The number of false detections is also decreased
from 10 in Fig. 4(a) to 6 in Fig. 4(b).

5. ON-LINE TRAINING

5.1 Threshold Training
We first introduce the threshold-training method to reduce the

number of write operations in each training iteration. Specifically,
a training iteration contains two steps [8]: a forward-propagation
step to obtain classification results using the current network and a
back-propagation step to adjust the weights. For a specific weight
wn

i,j(t) in the ith row and jth column of layer n, where t is the
iteration count, the next weight wn

i,j(t+ 1) is determined by:

wn
i,j(t+ 1) = wn

i,j(t) + LR ∗ δwn
i,j(t) (1)

δwn
i,j(t) = xni (t) ∗ f ′(ynj (t)) ∗ δyni (t) (2)

where xni (t) is the input of wn
i,j from the previous layer in the

forward-propagation step, f ′(ynj (t)) is the derivative of the output
in the forward-propagation step, and δyni (t) is the difference prop-
agated from the next layer in the back-propagation step. LR is the
learning-rate parameter used to control the training speed, which is
first set to a large value and gradually decreased during training.

To reduce the occurrence of faults, we analyze the distribution of



Algorithm 1: Threshold-training Algorithm
Input: Current_{wn

i,j}, {WriteAmountni,j}, LearnRate,
−−−−−−→
Samples,

−−−−−−−−−→
IdealOutputs

Output: Next_{wn
i,j}

1
−−−−−−−−−−−→
ActualOutputs = ForwardPropagation({Current_wn

i,j},−−−−−−→
Samples);

2 ~δyN =
−−−−−−−−−→
IdealOutput-

−−−−−−−−−−→
ActualOutput;

3 Calculate {δwn
i,j} according to Equ.(2) layer by layer;

4 for n = 1 : N do
5 for i, j do
6 if {δwn

i,j} < CalculateThreshold(WriteAmountni,j ) then
7 {δwn

i,j} = 0; Next_wn
i,j = Current_wn

i,j ;
8 end
9 else

10 WriteAmountni,j = WriteAmountni,j +1;
Next_wn

i,j = Current_wn
i,j + LearnRate * {δwn

i,j}
11 end
12 end
13 end
14 return Next_{wn

i,j}

δw among all the weights in one iteration. For approximately 90%
of the weights, δw is less than 0.01δwmax, where δwmax denotes the
maximum δw in this iteration. When we consider the endurance
problem, a small value of δw contributes only slightly to network
training but reduces the lifetime of the RRAM cell.

Based on this observation, we only write to an RRAM cell with
a large δw. The proposed threshold-training method is shown in
Algorithm 1. Line 1 is the forward-propagation step processed on
RRAM arrays, while lines 2-3 indicate the back-propagation step
used to obtain δw. For lines 4-13, if δw is less than the training
threshold, it will be reduced to zero. Therefore, the corresponding
RRAM cell can avoid the write operation. The threshold is set to
0.01 of the maximum value of δw, which improves the average
lifetime of each RRAM cell by approximately 15X.

From a software perspective, threshold training will enlarge the
number of training iterations. We test the method on (1) a 784 ×
100× 10 NN on MNIST dataset [18] and (2) the VGG-11 network
on Cifar-10 dataset. Compared to the original training method, the
number of training iterations is enlarged by 1.2X.

5.2 Fault-Tolerant Re-mapping Method
Although threshold training can reduce the impact of write oper-

ations, new hard faults induced by limited endurance will inevitably
occur during the training procedure, and impact the network perfor-
mance (i.e., the recognition accuracy).

At the software level, researchers have noted that the weights in
a neural network contain a large amount of redundant information.
Therefore, pruning methods have been proposed to fix more than
50% of the weight values to zero during training [8]. This finding
motivates us to use the inherent sparsity of a neural network to tol-
erant the SA0 faults in an RRAM cell. This target can be achieved
by re-ordering the columns/rows of the weight matrix, and map the
zeros in the weight matrices to RRAM cells with SA0 faults.

The challenge in designing such an exchange method lies in the
inherent connection between matrices. As shown in Fig. 5, from a
software perspective, a neural network consists of multiple cascad-
ed layers. Therefore, the outputs of the RRAM crossbar are con-
nected to the inputs of another RRAM crossbar through peripheral
neuron modules [2]. Consequently, if we independently exchange
the rows or columns in each weight matrix with M neurons, an
M -to-M routing module is required to connect different RRAM
crossbars, which introduces high area and energy overhead. To ad-
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Figure 5: The proposed neuron re-ordering method for re-mapping.

dress this problem, we only consider the re-ordering of neurons in
this work. In other words, when the ith and jth columns of the
(n−1)th layer’s weight matrix are exchanged, the ith and jth rows
of the nth layer will also be exchanged in a corresponding manner.
From a software perspective, if we regard the neural network as a
weighted graph, the re-ordering of neurons with connected weights
will lead to an isomorphic network whose interconnection structure
is the same as that of the original network.

After the fault-detection step, there are two networks: 1) an N -
layer pruned network P provided by the pre-trained result from
software training; 2) an N -layer fault distribution network F , ob-
tained after each fault detection phase described in Section 4. Spe-
cifically, P = {P (1), P (2), ..., P (N)}, where P (n) = {p(n)

i,j } is
a 2-dimensional weight-pruning matrix for the nth layer. If the
weight in a neural network can be pruned, the corresponding value
of p(n)

i,j is set to 0; otherwise, the value of p(n)
i,j is set as ∞. F =

{F (1), F (2), ..., F (N)}, where F (n) = {f (n)
i,j } is a 2-dimensional

fault-distribution matrix for the nth layer. If an SA0 fault occurs on
RRAM cell, the corresponding value of f (n)

i,j is set to 0; if an SA1

fault occurs, the corresponding value of f (n)
i,j is set to 1; otherwise,

the value of f (n)
i,j is set as∞.

To describe whether an SA0 fault in F is tolerated (reused) by
the inherent zeros in the weight matrices, an ErrorSet E = {e}
is defined as the set of address groups, where e = {i, j, n} is the
address of a weight that satisfies: e ∈ E iff (p(n)

i,j 6= 0 & f
(n)
i,j 6=

∞). The optimization target is to minimize the number of elements
of E . Therefore, the distance between P and F can be defined as
the number of elements of E , i.e., Dist(P,F) = |E|.

We can similarly define E(n) as the error set corresponding to
layer n. The distance Dist(P,F) between P and F is the sum of
distances between P (n) and F (n), i.e.,

Dist(P,F) =
N∑

n=1

dist(P (n), F (n)) =

N∑
n=1

|E(n)| (3)

Based on these definitions, the optimization target of our neuron
re-ordering algorithm can be described as follows. Given F and P
with (‖F‖ = ‖P‖), O is the set of the networks that P can be
re-ordered into; the optimization result is to find Popt ∈ O that has
the minimum distance from F , i.e.,

Popt = argmin
X∈O

{Dist(X ,F)} (4)

The neuron re-ordering problem can be mapped to a set of K-
napsack problems, hence it is NP-hard. We use a genetic algorithm
to iteratively optimize the order of neurons layer by layer. For each
layer, we randomly exchange two neurons and evaluate the change
in the cost function Dist(P,F).



6. SIMULATION RESULTS

6.1 Evaluation Metrics for Fault Detection
We use the statistical metric of precision to evaluate false posi-

tives, where a false positive occurs when a fault-free cell is deter-
mined to be faulty. We also use the statistical metric of recall to
evaluate test escapes. Higher the recall, lower is the test escape.
Loss of precision results in unnecessary hardware overhead. Test
escapes reduce the accuracy of neural computation. Let TP refer
to the number of faulty cells that are correctly identified as being
faulty. Let FP be the number of fault-free cells that are erroneous-
ly identified as being faulty. In addition, let FN be the number of
faulty cells that are incorrectly identified as being fault-free. Then
Precision = TP/(TP +FP ), andRecall = TP/(TP +FN).

In addition to precision and recall, test time and test size are also
important metrics. We define Tr (Tc) as the number of selected
rows (columns) in each test cycle and Cr (Cc) as the number of
rows (columns) in the crossbar. The test time, denoted by T and
measured in cycles, is computed as: T = dCr/Tre + dCc/Tce.
We define Er (Ec) as the number of rows (columns) that contain
RRAM cells with the high (low) resistance; these cells are likely to
be faulty cells. Since we need to perform test only in these selected
rows and columns, the test time is reduced to: T = dEr/Tre +
dEc/Tce. In our simulations, without loss of generality, the number
of rows and columns in the crossbar are assumed to be equal. We
also set Tr = Tc since the fault distributions are independent of the
row or column directions.

6.2 Experimental Setup

6.2.1 Fault Model
Since there is no consensus yet on the spatial fault distribution in

an RRAM crossbar, we evaluate our approach using several widely-
used fault distributions [5] [19]. These include the uniform distri-
bution and Gaussian distribution with several fault centers. The
fabrication defects cause 10% of the RRAM cells to have stuck-
at faults [5]. Two endurance models for RRAM cell are used to
target both low-endurance RRAM cell and high-endurance RRAM
cell. The mean endurance of low-endurance RRAM cell is set at
5× 106 write operations and the distribution of endurance obeys a
Gaussian distribution [3] with a variance of 1.5×106. For the high-
endurance model, we assume that the distribution of endurance fol-
lows a Gaussian distribution with a mean of 108 and a variance of
3× 107.

6.2.2 Benchmarks
We evaluate the proposed method on a modified VGG-11 deep

neural network for the Cifar-10 dataset [14]. The VGG-11 network
is modified to match the input size of Cifar-10 dataset, which con-
tains 8 Conv layers and 3 FC layers. The total weight amount is
7.66M and the complexity is 137M operations. The recognition
accuracy is 85.2% on TestSet, which is set as the ideal case for
training without faults.

The RRAM crossbar sizes used in the fault detection experi-
ments range from 128×128 to 1024×1024. This range is motivat-
ed by the current state of fabrication technology and the pro-spects
for future development.

6.3 Effectiveness of Fault Detection
There are interesting trade-offs between test time, precision, and

recall for the on-line test method. With a quiescent-voltage compar-
ison using modulo operations and 10% of the cells being defective,
the detection results are shown in Fig. 6(a) and Fig. 6(b) using the
uniform and Gaussian fault distributions, respectively. The fault

0 200 400 600 800 1000 1200
0.7

0.8

0.9

1.0

R
e
ca

ll Crossbar Size = 128*128

Crossbar Size = 256*256

Crossbar Size = 512*512

Crossbar Size = 1024*1024

0 200 400 600 800 1000 1200

Test time (cycles)

0.2

0.4

0.6

0.8

P
re

ci
si

o
n

(a) Uniform distribution cases

0 200 400 600 800 1000 1200
0.7

0.8

0.9

1.0

R
e
ca

ll Crossbar Size = 128*128

Crossbar Size = 256*256

Crossbar Size = 512*512

Crossbar Size = 1024*1024

0 200 400 600 800 1000 1200

Test time (cycles)

0.2

0.4

0.6

0.8

P
re

ci
si

o
n

(b) Gaussian distribution cases
Figure 6: Trade-offs between test time, precision, and recall.

detection recall values increase slowly as the test time increases.
Since the recall is always larger than 87%, it is always acceptable
for the subsequent neural computation steps. On the other hand,
for a given precision, the test time grows linearly with crossbar
size. Therefore, large RRAM crossbars need longer test time to
achieve satisfactory performance. However, even for a crossbar
with 1024 × 1024 cells, a 74% precision and 91% recall can be
obtained within 70 test cycles; thus, the test time is still acceptable
for on-line test.

In order to demonstrate the advantage of testing only among se-
lected cells, we compare the performance of testing among all the
cells with the performance gain obtained by testing a subset of cells
in proximate test time. Consider a Gaussian distribution of faults,
and assume that 10% of the cells are faulty and 30% of the cells
are in a high-resistance state. Our results show that, with this im-
provement, the precision increases significantly from around 50%
to 77%, while the recall of both methods is maintained above 90%.

6.4 Results of Entire Fault-tolerant Training
For RRAM-based CNN, some researchers implement both Conv

layers and FC layers on RCS [20], while other researchers only im-
plement FC layers on RCS [10]. Software level results have shown
that the fault tolerance capability and sparsity of the Conv layer are
much lower than that of the FC layer [8]. Therefore, we evaluate
the proposed methods in two cases. (1) An entire-CNN case: all
the layers of the VGG-11 network are mapped onto an RCS. (2) A
FC-only case: only the FC layers are mapped onto an RCS.

We evaluate the original training method using multiple endu-
rance models and initial fault ratios in both cases. Our simulation
results show that Conv layers are sensitive to hard faults, and thus,
the accuracy of CNN is approximately 10%, if more than 20% of
the RRAM cells have hard faults. However, for the FC-only case,
the accuracy decreases only when the percentage of faulty cells is
larger than 50%.

Fig. 7(a) presents the training accuracy for the entire-CNN case.
The mean endurance value of RRAM cells is set to 5× 106. With-
out fault-tolerant training, the accuracy can drop to only 10%, and
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Figure 7: Training accuracy of fault-tolerant on-line training
method with different endurance models on the Cifar-10 dataset.

the largest accuracy obtained during training is also lower than 40%
(the orange line). The threshold-training method (the grey line) can
increase the peak training accuracy to 83% on the Cifar-10 dataset,
which is comparable to the fault-free software-based training re-
sults (the blue line). However, since the fault tolerance and sparsity
of Conv layer is low, the proposed fault-detection and re-mapping
steps cannot further improve the accuracy (the yellow line).

We further evaluate the effect of threshold-training method on
the percentage of faulty cells for different endurance models. When
a high-endurance model with mean value 108 is used, the origi-
nal method can train the RCS for approximately 10 times. Since
the average number of write operations in the threshold-training
method can be reduced to only 6% of that of the baseline method,
the threshold-training method can train the RCS for more than 150
times. For the endurance model with a lower mean value like 107,
the percentage of faulty cells after the first training phase is approx-
imately 14% using the original method; while in the second training
phase, the training phase does not converge. The threshold-training
method can successfully train the network with 14% of the cells
being faulty; therefore, the RCS can be trained for approximately
27 times.

For the FC-only case, we focus on the scenario in which the
RCS has been trained multiple times and contains a large number
of initial faults before the subsequent training. We set the mean
endurance value to 108, but reduce the remaining endurance of R-
RAM cells to mimic the case in which the RCS has already been
trained multiple times. Fig. 7(b) shows the results for the case in
which the percentage of RRAM cells with hard faults before train-
ing is approximately 50%. With such a large number of initial hard
faults, the peak accuracy of traditional on-line training method (the
orange line) is only 63%. The threshold-training method (the grey
line) has negligible impact in this case because it can only reduce
the occurrence rate of new faults but cannot tolerate the existing
faults. The proposed fault-detection and re-mapping steps (the yel-
low line) can identify the hard faults of RRAM cells and tolerate
them in the RCS utilizing the sparsity of neural-computing algo-
rithms. Based on the proposed fault-tolerant on-line training flow,
the accuracy can be increased back to 76%.

7. CONCLUSIONS
We have presented a fault-tolerant training method for an RRAM-

based neural computing system to reduce the impact of hard faults
in RRAM cells. An on-line fault-detection phase has been pro-
posed to obtain the distribution of faulty cells during training by us-
ing a quiescent-voltage comparison method. In the training phase,
threshold training and heuristic re-mapping based on neuron re-
ordering are proposed to tolerate faults using the inherit sparsity of
neural networks. Simulation results show that the accuracy in the
presence of faults can be restored to the original training accuracy
for a fault-free scenario.
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